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PREFACE

The Antenna Applications Symposium, held at the University of
I11linois' Robert Allerton Park, was cosponsored by Rome Air Development
Center's Electromagnetic Sciences Division (RADC/EEA) , Hanscom AFB, MA

and the University of I1linois, Urbana, IL under contract F19628-84-M-0002.
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A MOMENT METHOD SOLUTION TO SPIRAL ANTTHNA RADIATICN

Paul Skinner, 20 LT, USAF

: Andrew J. Terzuoli

Air Force Institute of Technology
Wright-Patterson AFB, Ohlo

'Thé method §f moments provides a general approach for obtaining an
approximate squtlon'to the radiation pattern of a logﬁrithmic spiral
antenna. Tﬁis solution {is obtéined via a kaowiedge of the current dist-
ribution induced on the antenna by fged excitation. Differ&nt methods

fcr modelling a spirél anfenna and its feed are discussed in this report,

as well as a brief explaination of the implementation of the moment method.

Background

Several attempts have been made to describe the radiation properties

of spiral antennas. One of the first was made by Walter Curtis in 1960 (1.

He concentrated on the Archimedian spirxal. Curtis's apﬁroach was to approx- '

imate the Archimedian spiral as a series of seml-circles. He assumed a
current distritution of the sum of outward and_inward travelling waves,

He then obtained an exact solution to the radiation of a single semi-circle

: of‘thin wire 'with this distribution, and added the‘fadiated flelds for the

ﬁeries. Alihough this uaa_an'axact solut;on for the slightly d1storted
Archimedian spiral, it assumed a current distribution which has since
been shown to be poor. - ‘ , |

In 1964, John Dyson identifled an active region on a conical iogafith-
mic spiral antenna (2). This active regidn is what conirols the primary
characteristics of ihg radiated field. He took near field measurements .

which showed that the radiated near ficld is very intensc over a ... .1}
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region of the antenna. This was a contradiction to the current distri-
tution assumption Curiis made.

Cheo, Rumsey, and Welch (3) used Maxwell's equatlons to approach an
exact solution for the radiation pattexrn of an antenna consicting of ;n
infinite number of equally spaced wires in the form of copl#nér equiangu-
lar (logarithmic) spirals. However, the analytical results they obtained
for the current distribution showed a maximum of current cn the feed point
of the spiral with ap amplitude taper as the spiral radius ;ncreased.
This is é‘contfadictibn to the active region which Dyson discgvered}

K. K. Mei demonstrated the feasibility.of numerically golving an
integral equation that mcdelled the physics of a fadiating.equiangular
spiral antenna.(4). He used Hallen's equation (5:79) to solve foi the

current Jdistribution on the antenna; which he )imited to a thin curvgd

~wire, Mel used the moment method to obtaln his solution. However, moment

method appiicaticns to Hallen's equation have since been shown to convetge

to incorrect so;utlons.

The Moment Method

, Tﬁe'monent method can b2 siiply dgscribed as a mathematical tech-

nique used to get an approximate solution‘to'an ihtegfal equatioh. The -~

integral equation will contain»anlunknown function, which in this study

'is the radlating current distributicn. The first step in the moment

method is to write the unknown function as the sum of a weighted set of

expansion functions. That is
1(%*) -ZI F (r-') . o \Eq. 1)

ney

In thla forn. n is the subacript for the nth oxpanaion function. F (f ),

and I is the nth expansion coefficient, which is unknown.

276 , L | —

T ' T
A v.'., YO e
i DR/

ce, ‘.'
BTy

P .
s . “l ‘I
. s
. 5
e
Laler *

Lty

AP Rt ]
K S
PR
. Lk

AL
PP )

e '
.
3 Ve

03

RN ..1
RO T SRR

Y T
>

R A T
SR
o PR LS R A
. ) Lt te e
e A

.8,
R
S h

2ed 4B D

a
a

_1._._ ’,.o.-i-‘,‘—‘.‘ . . 3
'PAATER

™ "
Vo,
, .
» *




There are many expansion funstions which may be used to represent
a currant distribution. This study uses the plccewise sinusoldal func-
tion, which is given by equatlon 2 and sketch~d below.

F‘n(x) = sin 8 (x - xn‘-l)

sin g (xn - xn-i)

for x__, £x< X,

sin 8 (xn+1 - x) for x_ € x <'xh+1
s_inﬂ (xn+1 - xn) ' '
ko : otherwise (Eq. 2)

where g = 2%/

A= wavelength

<
L 3
L

n-1 n ' n+l

Figure 1. Plecewlse Sinusoidal Lxpansion Function

For the implementatidn of plecewise sinusoic 1 expansion functiona.{
the antenna struc ture must be divided into a finite humber of subsets.
'l."he, plecewise .sinus'o'iqa.l function 1s placed on each ad jacent pg.ir of sub-
se;.a. The sum of the ueighted set 61’ plecewise sinusolds .:an form *arious

complex current distributions, but always insures that thé cu:;rent on the

end of the antenna wire goes to zero., To insure that "dips” do not oceur °

in the distridution from too long s-ir.usoids', subsets should be constructed

s0 that’

W
L4

n

X0 = Xn.g £ Mu, 4- o .
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Once the expansion fuhctions are chosen, the summation in equaticn 1

can te substituted into the original interral equation. In this study,
that 1s the reactionvinte;ral equation.

The reaction integral equation is a convenient expressian relating
the reaction of_varinuslfields to eaci other for many vroblems. The con-
cepi of reaction was developed by V, H. Rumsey in 1954 (6). Rumsey defined
the reaction betweenvtwo glectrom%gnetic sources, a and b, as

capy = JIE®) ) - Bo)Ra)ay (Eq. 4)

electric and magnetic fielde radiated by source b

where E(v), W(»)

electric and magnetic currents on source a

J(a), K(a)
arnd the integration is done over the volume of source a,

The concepi of reaction can be appiied with 'the introduction of test;
ing functions. Testing functions reprmsent currents on sﬁbsetg of the
antenna s?ructure whichlarg allowed to reac£ with other subseps of the
structure, As with expanslon functions, there ar; many choie.s of tést-
ing function types. This study uses Galevkin's method, which 1s the pro-
cedure of choosing the same type of functiqn for both prénsion and test-
ing functtoné. Therefore, piecewlse sinusbids are ﬁsed for testing func-

tions, The negative of the reaction between the nth expanéion function

‘and the nth.testing_functidn.forms the mutual impedance betwean the pairs

of_aub@eta on which these functions reside.v Since only good conductors
(for the antenna structvre) will be considered in this study, the magnetic
current on the structure can be neglected. Thcrefore, the mutual impo-
dance between the mth and nth pair of subasets can be written as

G = MR R (e )

where Em is the elactric fleld raliated by the n.th testingfunétion and
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‘the integration 1s done over the volume of the nth pair of subsets.

With N.total adjacent pairs of subsets on the anterna, an N x N impe-
dance matrix may be constructeg to represent the mutual impedances throuzh-
out the antenna. This matrix cun be multiplied wiih a current matrix to
glve a vo;tage matrix, ‘The current matrix is merely a column vector with
the nth entry beihg the nth expanéion coefficient, In' The voitage matrix
is also a column vector. Each entry in the voltage matrix represents thev
actugl voltage across the a pair of adjacent subsets on the structure. _
In a radlation problem, these voltage entries can be assﬁmed by Specify-l'
ing a generator model. This study Qses delta gap generators for these
sources, This glves a voltage entry of exac;ly zero for each palr of sub-
sets, exéept for the few in which generators are placed. A voltage may |
be specified for the eniries which contain the generators. _

The,momeﬁt method solution is obtained by solving for the current
matrix, This is déne by inverting the impedance matrix and multiplying

the result with the voltage mat»iv. The resulting current matrirx then

‘glves téj coefliclents necessary to censtruct the current distribution

with ~quation 1. . Once the current distribution is found, the radlated

f1eld can be calculated with the standard radlation integral approéch.

Antenna Mcéelling ‘

,.This study considefs threé antenna models to simuhaté a planar log-
arithmic aéiral antenna m;de of four curved conducting strips which increase
1ﬁ'rad1us as the radial dist&nce increases.

The first model is a simple thin wire model. The equation to des-

cribe the median curve in the flat strip was used to derive this mﬁdel.

Points werc calculated at 10% increments and straight scgmentis v - teoncd
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_to connect these points and form the model. This is shown below in Figure

2 as a view of a portion of the antenna.

!

center
of
spiral

Figure 2, Thin Wire Modelling .

Although it may seem mcfe‘desifahlo to place piecewlse sinusoidal expan- l
sion functions over curved wire cegments (allouins the model to fit the
median curve exactly), this is not practical for implementation of the _
moment method. It is practical to place the plecewise sinusoids over
straight wirm segments because the near and far flelds radlated bv a
fhin wire with a piecewise sinusoidalvcurrent is known exactly (?£368-370).
The near field radiaied by an adjacent pair of segments must be used to
compute the impedance matrix entries. N

A two arm antenna was modelled first. This is shown in Figurs 3.
Segment endpoints were placed 450 apart to give a rpmgh éstimate of thm
radiation pattern. The figure is drawn to actual scale for the antenna
4m6delled. 'Tme feed consists of a segment of wire conmmctihg the two feed
points. Since the maximum radius of the antenna is about 5 cm; the mini-
mum operating frequency is expected to be about 1 GHz (where the wave- °

length equals the outer perimeter)
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Figure 3. Two Arm wire Model

The: frequency characteristics-at.the high}enﬂ.offthe operating band cannot
be axplored because the é;nerator used 15 a corruption of the true feed
of an antenna;‘

Once it was establishéd that the'two'ﬁrm model was giving crgdibie
“results, a~£$ur'a:m model waé deQeloped. ‘The four arm' model used segmen-
’tafion eyer;)ioo for more accuracy. Tgo feeding arrangments were tried
with the four arm model. The goal of the diffe:ent feeds was to produce
" the sumyand difference patterns discussad by Joseph Hosio (8); The sum .
pattern 1 aimply a large beam centered on the boresight of the antenna.
The difference pattern has a null on the boresight. and a maximum about
38° from the boresight. according to the’ experimgntatioq.done by Mosko.
In ordgr to generate these.patterns, equai amplitudé voltages with the

phases Iistéd in Table A must be applied to the four feed points.
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~ Table A
Feed Point Phase for Sum Pattern Phase for Diff. Pattern
1 0° ' S o°
2 90° 180°
3 180° - , - o°
b 270° 180°

The feed points are numbered sequentially in a clockwise manner. To
obtain these voltages, the feed mpdéls shown in Figure 4 were separately

placed in the four arm thin wire model,

Sum Diff.
i A
- "oi
"

3 — | 3 |
MNPLN
Ny
4 4

S:|  scale

Figure 4, Feed Models for Sum and Difference Patterns

‘fhe generator between points 2 and 4 on the sum pattern model is 1 mm"
above the generatox between points 1 and 3, which is in the plane of the

| four wire arms. ‘ |
At the t‘me of this Qriting, th; thin wire model has teen the only
modelvused'to obtain results., waever, the authors have considered two
othéi modelling sehemqa; ea;h of which take into aécount the possibility -

of lateral currcnts developing on the arms of the anienua.
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The second antenna model considered is z wire-grid mddel. This con-
.slsts of thin wires conforming to the inner andvouter edges of the con-
ducting strips (see Figure 2) with straight wire lateral connections every
100{ Implementation of the moment m;thod with tﬁls model can use the?same'

plecewise sinusoidal expansion functions used in the-fhin'wire model. The
fzed structures used in Figure 4 can alsn be used in this model.

The third antenna model is a quadrilateral patch model. It is formed
by placing a conducting patch inside each space created in the wire-grid
model. The wi:e‘feed models ray stiil be uséd, but they must be attached
to thefirst patch of each arm. This model will probably most closely
characterize the actual ante%na. The expansion function for the surface
patches is more complicated than the piecewiée sinusoidal functions for"

. straight wires. A modified plecewise sinusoid is given in eguation 6

with the parameters defined in Figure 5.

f;(f‘) = o wsignf;ll =.surface current density  (Eq. 6)

c= cohstgnt .

wo_v
q:—\—s\\ ~~_
¢ W\ --‘—\:7,.
—

Figure 5. Surface Patch Geometry
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Results

Some computer experimentation has‘been done uith the thin Qire podel.
The authors have used a relatively new code developed by E. H. Newman .
at the Ohio State University ElectroScience Laborﬁtory. Although the
results obtained using this code should be viewed carefully, the early
returns seem to indicate the code is working well.

The antenna galn pattern for the two arm model 1s given in Figures

6 through 11 for different frequencies. The results show the antenna -

B performance drops off at about 1 GHz, which is what we expécted. This

supports the work of John Dyson, who discovered that the radiating por->.“
tion of the antenna should be where the circumference equals one wave-
length. There 1is an unexpectéd drop in gain at 2 GHz. He'have no explain-

ation for this.
2-ARM WIRE APTENNA AT 250 MM2

~$.00

GAIN OF PH] POLARIZATION
~-2.00

3
8
3
2 .
. 's.00 10.00 20.00 - 30.00 ‘D‘PO 1 - 50.00 ¢0.00 18.00 80.00 $0.00
Figure 6, (THETA
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2-4ARM WIRE ANTENNA AT 1 GHZ
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2~ARM WIRE ANTENNA AT 1.5 GHZ
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© 2~ARM WIRE ANTENNA AT 3.75 GHZ
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-4.00
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P e————
8 [ ]
3 :
s.008 10.00 20.09 30.90 40.%0 $0.30 $0.30 10.30 20.33 $0.00
- THETA . :
FMgure 11.

| The pattern at i.S GHz is very indicative of what we expected. The
maximum gain is a 1ittle over 3dB and the ﬁeanwidth is about 120°, which

is a little larger than most experimental results. .

For the sum pattexrn of the four arm wire antenna, we expect a naxinun

gain of about 3dB and a beamwidth of around ?0 » based on experimentation

done by Méskg (8). As seen in Flgure 12, this 1a'a1noat exactiy what
the computex generttod. e naxlnun gain is 13.37dB lnd the beamwidth
is around 66°, Hhat 1: particularly interesting about the sum pattern
is the currents generated on the antenna, Although we do not.have a
figure showing the current distributlon. we noticed th; gurrént reached
a uaxlmun‘amplitude whefe the chéunterence of thé antenna was almost

exactly twb wavelengths. According to the work doné by Mosko, this is

"to be expected only for the difference pattern.' The sum pattemm shdu]d

_ have a maximum current wbcre the wavelung{h cquais ike circumferenca.
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- SUM PATTERN OF 4-ARM WIRE AT 2 GHZ
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Figlme 120

Problems arose in generating a difference pattern at the time of

this writing.
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CHARACTERIZATION OF CUMBBELL SLOTS IN RECTANGULAR.
WAVEGUIDE BY METHUD OF MOMENTS

P. K. PARK AND I. P. YU

HUSHES MISSILE SYSTEMS GROUP, CANOGA PARK, CA.

ABSTRACT

Dumbbell slots are often used for an array to reduce their
rescnant length, an,d' hence, their internal and external mutiiai
coupiing. The square dumbbell shunt slot shown 1n'F1gure 1 1s
characterized by the moment method. A§ expecied. the resonant

length 1s shorter than a conventional rectangular slot. Also,

OFFSET AX
L/ .

FREQUENCY = 10 GHz
CELL SIZE = 0.0°
ACCURACY = 1 %708

OUMBELL SLOT
WIDTH

N

l—-o.t:-—‘ C o

Figure 1. Dumbbell Slot
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o 0t Py 8N L

changing the width of the dumbbell slot has the'sane effect as
changing the iengta of the rectanéuiar slof;_AHougver, fdr'a small
offset such that a part of the dumbbell is acrbs; thg'center line,
changing the width of the dusbbell slot has 1ittle influence to
its admittance. ’ |
THEURY | ‘ _

The theoretical analysis of a dunbbe]llslot on the broadwall

of a rectangular waveguide began uﬁth an integral equatton for the

surface magnetic current J- in the é]ot.

inc ' , ™)
X AT < duen S 34 ) LT (rirg)

Dumbbe11
Slot

(M)

2) , .
+ B (rir.)] ds
'hzz 0 (}]

where ’ ” ‘
W (riry) and T (r1e) ‘
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are the magnetic Green's dyadic in the wavequide and free space

respectively, i.e.,

2 i € ¢
—(1) 13 ) Z n
Ty (rir) = {1 ¢+ —5— —5 .
hzz 0 ( kz az2 m=0 n=20 2ab
mrx -Vr
V'] cos a" cos m;rx e ™ IZ-%| ,

' 2
- a2
fff'i:(nro) . (14 v U a2 e

Equation 1 1s reduced to a matrix equation via the .

applicatinn of the moment method as follows;

N
inc, ' o |
W (r) 32.31 Yy dg 1e1e 2oeee N (2)
where a . . | (2)

hzz(r1]r°)**!(r°)dr° v=1,2

Stot

VRN ..t
' l“f:":“‘"f‘ '.“a
' .

.‘ Ing * -n 'x_g"(rJ)

A ADRE Al ATl ol i)
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Y. =

1/8A§
J

if r is on subarea aAj
0 .

inc

and Yij is an admittance matrix, ij and Hi are the values of the’

urknown magnetic current and the incident field, respectively, at
discrete sampling points, and ?j is a constant pulse function. The
unknown ij can be found numefically by inverting the matrix Y%j.
Assuming the magnetic cﬁrrents are fbund, the slot characteristics
can be found ih terms of the backward and forward scattering

coefficients (810. FIO) defined as:

. n N | .
Byg = 25 3 sz(il cos gg sin xaxi
8 2 5 11 axya2 2a
“Mo F10
-38yg(zy*+82/2)  -iByg(2-2/2).
e - -e (3)
. -27 | N3 (i) cos nx sin maxi
FI S LU A
: " 310‘2 ab i=1 AxiAz‘ :
( -J 3.10(11*'42/2) 'jBIO(Z'AZ/2)>
e -e
‘The admittance of the shunt slot can be related with the back
scattering coetficient as:
28
s —10 :
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NUMERICAL CA! CULATION

Computations were performed fqr a dumbbell shunt slot fed by
a'rectahgular waveguide. A nonstandard.x-band waveguide (0.832 X
0.1 inch interna) dimensioné) with zero wall thickness was chosen
to test this appfoach. Figure 1 showé these general details.' The
size of the square dumbbell was‘0.129,x 0.12 inch and the cell
'height. 0.01 inch. Dumbbell slot admittance Qeréus siot width is
plotted in Figure 2. Regular slot admittance versus slof Tength
is shown in Figure 3. »

As expected, a reduction bf the resonant length was observed
with dumbbell-slots, as illustrated in Figures 2 and 3. Also, the
width change of the dumbell slot has the same effe;t as the length
change of *he rectangular slot. However, for a small offset, the
width change of the dumbbell siot has little influence on the

~ admittance as shown in Figure'é.‘ This bhenomenon occurs because
the effective dumbbell size is reduced4since a pért of the dumbbell
crosses the center line of the waveguide, and the resonant length
variation as a furction of slot.ﬁidth is sma'l for a smali offset.

"Experihental results will be presented at the symposium.'
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SLOT WIDTH

.;3." ALL DIMENSIONS ARE IN INCHES 0.0495

0000.56 in DUMBBELL SLOT

0000.58 in DUMBBELL SLOT .
0.1

OFFSET = o.om\ 0.0495
3 ]
°_ . 0.0594 —>G
0.06933
-0 L Figure 2. Dumbbell Slot Admittance versus
Slot Offset and Slot Width
‘ SLOT LENGTH
. .8 0.56 0.57
o2t
0.1 |-
0 G

OFFSET = 0.05e
=03 = .

SLOT WIDTH = 0.0297 in

=02 -
OFFSET = 0.1

Figure 3. Rectahgular Slot Admittance versus
. Slot Offset and Slot Length
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THE EFFECT OF QUANTIZATION ON THE DYNAMIC RANGE OF ADAPTIVE PROCESSORS

"A. R. Cherrette, J. F. 0'Connor,
’ and D.C.D. Chang

Antenna Systems Laboratory,:
Space and Communications Group,
Hughes Aircraft Company,

El Segundo, California
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Abstract

In many adaptive. array designs the gdaptive algorithm is
implemented digitally and the element weighting is quantizéd.‘ The
error incurred when quantizing element weights gives rise to a
degradation in the &ynamic range'performance.of an adaptive pro-
cegsor, This phenomenon was studied with an éxperimental adaptive
array that implements tﬂe least mean square (LMS) algofithm.
Quantization effects on the dynamic‘range of the adapti#e.proces-
sor were measured, and a theoretical relationship between qdanti-
zation and dyn;mic range is formulated.
1. Introductiop

Figure 1 shows a block diagram of the experimental adaptive
antenna ;hat was used to study the effects of quantization on
dynamic range. The front end consists of an arraj of up to seven
rectangular hﬁrns that reéeive S band signals. The output of each
horn is downconverted twice, to 30 MHz, where it is weighted in
‘amplitude and phase. The weighted signals'are then summed to form
the adapted o;tput signal, |

The LMS algorithm is.used to modify the channel weights.
This é;gorithm requires the use of a desired signgl. In any real
application thgre is never.compleCe a. priori knowledge'of the
desired signal, but sbme'characteristics such as bandwidth and
center frequency may be known._ Therefore, as an easily applied

eriterion, the desired'signal is defined as a bandpass filtered
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version of the output signal. The output-signal and the desired
signal are separately correlated with each &ounconverted horn out-
put, and the result is converted from analog Fo digital form. A
microcomputer performs ﬁhe 1MS calculétion and modifies the weight
settings. |

2. The LMS Algorithﬁ

The basic LMS algorithm takes the form

‘Wi(k +1) -vwi(k) - ¢1(k) i=1, M N ).

where
, th th -
Wi(k) = weight of the i element on the k1iteration

u = step size or loop gain, a conétént‘controlling'

stability and rate of convergence (u > 0)

Syl
’ f ek, T x, (@) d&

Y

6,

= correlator output of ith channel

xi(t) = signal output of the 1th element
M . ) f
ek, ©) = | D W 00 x ()| - d(&)
i=1 K ‘

d(;) = desired signal
M = number of elements in array

t = Eime
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It can be shown (1) that for u in the range

0<u<% - (2)
where
M T
1 2.\
P zr_/ xy (8 dg
i=1 0
that
1lim
ow (W@ 121, 8

will converge to the optimum set.of adapted weights. Values of u
greater than 1/P will cause ]Wi(g)l i=1, M to increase wicﬁouc
bound for k + =, Inequality (eq. 2) glves the'upper and lower
bounds for u wbea the variables in eq. 1 are continuous.

In our experimental adaptivévarray, ho;evet, we quantize
Wi(k) i=1, M and ¢i(k) i=1, Mt¢to 8;bit members. py is also
quantized, but ﬁo a 16-bit number, so, for all practical purposes,
it.can be considered continuous.l

If we define the change in weight fbr'the.ith‘horn as
aw (k) = Wk + 1) =W (k) = -u ¢, (k)

fhen thére are two poésible ways Awi(k) =0
1, ¢i(k) is 8o small that when'quangized it is. zero
2, ¢i(k) is not quantized to zero but u is so small that

4 W, (k) 1s quantized to zero -
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When case 1 above holds, the process has usually coqvergéd._ Wher.

case 2 above holds, there is no a&aptation. The second case above

sets a lower limit on the values y can assume.

C~psider the first iteration of the IMS algorithm
W) =W (0) - u e, (0) 1=1,N
AW, (0) = -u ¢, (9) ' i=1, M — (3)

Assume that ¢, (0) is large (corresponding to a high power jamming
1 , , .

signal not yet nulled) let
AWE(O) = the smallest change allowed by ﬁuantization for the

h channel with the initial weight of Wi(O)

it
As y is décreaaed,'it can be seen from eq. 3 that |AHi(0){
Qill'become smaller than the theshold value {AH{(O)l for all 1.
If we pick the value u = u, for uhich-[ij(O)l - IAHJ(O)[, assum-
ing the j*" channel 1s the last channel for which law @) >
IAwi(O)l as | decreases, then up is the smallest value u. can
assume while ;tilllalloﬁing the possibglity of adap;étion. He'caq

now rewrite ineﬁuality feq. 2) with the new lower bound caused' by

weight-quantizatton

aw! (0)

‘Inequality (eq. 4) gives the range of y when the weights in qu 1

are quantized., wi(O) i = 1, M will not change if
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Lol
(0)|

Loy )| 1=1, 8
oo i 4

will become. unbounded for u > 1/P,

3. Experimental Results

The parameter u couid be set to a fixed value with the
adaptive procéssor's software. Tescing was done to determine the
alloQabl range of values u could assume while naintaining the
systems ability to adaptively converge to an optimun set of
weights.

When testing, the Qignal environment consisted of one jam—~
ming.signal and one desired signal, each with a unique aﬁgle of
1ncidénce witﬁ the array. The locations of the signals were held
fixed ‘for all tests, Thekweight vector was set to the same ini-
tial state at the beginning of each run, and valuea of y were.

. tested to . see if they could make the.uéight vector converge.
Af;et a range of values for u was found for a particular signal
gnvironment,lthe pover of‘the jamming and desired signals were
chanéed by the same ﬁultiplying factor. The a&ap;ivé range of u
was-theﬁ determined at tﬁe new pdwer level and the process
repeated. Several signal environmeﬁts were tested at various

power ‘levels, and some typical results, are shown in Figufe 2,
02
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The values of u between the two X marks at a particular power L
. . -,
are values that cause the weight vector to converge. Values of u ;ﬁ
above the upper X mark cause the weight to become unstable, and ' ;s
P
there is no adaptation when u is chosen below the lower X mark. v
Since almost all of the signal power comes from the jammer, the ' ;i
measured values of u are plotted‘against jamming signal power ‘ :i:
measured at the output of the adaptive proceésor. g:
| ‘ i
With some approximations (see the appendix) the upper and ?}
e
>

lower bounds or inequality (eq. 4) can be platted. These bounds -

l- .I
.
.

ara shown 1n‘Figuté 2 ag dashed lines. There is good agreement

" Tel e n
PR

.

“fate .

between theory and experiment for power below -35 dB. The

.
1

deviation between theory and experiment at higher power is prob-~

ably due to the effects of the limiters that are placed in.the

s
O )
L

feedback path to increase the dynamic range of the correlators,(z)

.
&

;.-,.n ...‘u,-.'.-:

Their nonlinear characteristics are not accounted for in the

derivation.

4o gonciuaion4 e
Ideally, an édaﬁtivelptocéssor should be able to work for jis

any éignalvénvironnen:, regardlesslof power ievels or incoming ‘ zf

signal directions. in the course of testing itlyas'fougd that gs

incoming signal directions did nét affect the system's ability to é%

adapt if the proper choice of u was made. However, allowable ti

e
«’a

values of u depend on. signal environment power levels as well as

. .
LA

,.
(O E Y S

weight quantizationAresolution, as can be seen by the inequality

2 B (N

-

%
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In theory, the dynamic range of the adaptive processor is

congtant for fixed u. This can be seen in Figure 2. Horizontal

lines (p = constant) existing between the upper and lower dashed

lines are the same length. If the dynamic range of the adaptive

processor was large, which it is not in this case for fixed y,

then the system would be able tc zdapt to varied.signal environ-

ments w;thout becoming unstable.

A few sothions to the dynamic range problem are to

1. Make WJ(O) very small, which corfesbonds to fine rreight
quantization. This increases the dyasamic range for
fixed u.

2. Search for the proper value of u. A possible implemen-
tation of this would be to start with a veri large
vaihe of yu and decrease it by Au after every x itera-
tions. Eventually uy would reach the proper range, ‘

' provided' Ay was not oo large..
7 3. . Fglculate u if w5(0), ¢j

All three solutions will likely add to the time it takes for

(0), and P are known,

the system to adapt to the optimum set of~weights.
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Appendix

Define a reference power level

M T :
- <1 2
Preg T D1 j Xy (8) de
i=1 0

If che ahplitude of the signal' environment is increased by
vz, then assuming the signal power is well above noise bower,.and

perfect system components

°T
. -y 1 2 -
p s T ./ cxi(c) dg cpref

mﬁ




Since d{t) is a bandpass filtered version of

M

zz W, (k) x, (k)

i=1

We have, after increasing the signal amplitude by +/c .

M .
€0, t) = 2 W () WE x (8) | - WG d(e)
1=1

= ¢(0, t)ref \Je

Hence

L+l
¢i(0) -j c (0, z)
t

k

ref xi(C) dz

. e ¢i(o)ref

Substituting into equality (4)

W, (0)

. < u < e e
: P
c¢j(o)tef ‘ ref
or
< +C. < '
Dy < ugp * Cyp < Dy
T 08
\
b
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where

= 10 log10 uyY

TAMAN AN (NN ra e LA AT e A TRA TN Mo Tl e ML By B Len enaa faw ceetiis aa s o oa s

W
10 log,, l(0)7

¢j ‘0)

ref

10 log10 (EF:L‘ )
ref

10 log10 C

Dimensional normalizing factor

upper and lower bounds for Hyp ares respectively

--CdB + D2
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two equations are plotfed as dashed lines in Figure 2.

are chosen to best f£it the experimental data.




ANTENNA PHASE CENTRE MOVEMENT IN U.H.F.
RADIO POSITIONING SYSTEMS
J.M. Tranquilla and S.R. Best
Department' of Electrical Engineering
University of New Brumswick

Fredericton, N.B., Canada
(506) 453-4561

ABSTRACT

Yagli array configurations such as are commonly.ﬁsed in UHF
electronic distance measuring (EDM) systems are anal}sed to show
the antenna phase centre movement for any look angle. it is
" shown that large phase centre movements may occur within the
antenﬁa main-beam pattern and the movement of phac.: centre is
'd;rectly related to' the angular derivative of the polar radi-
ation pattern. A simple technique ié proposed for qualitatively
estimating the suitaﬁility of any antenﬁa’for this type of EDM
application and a complete model is p;esented to evaluate the
error 1n£rodhééd for any ttansmittef—receivét antenna orienta-
tion. Extensive :esults a;e ptesenced fof 7- and 12-e1epeﬁt
Yagis such as are commonly used in the SYLEDIS UHF Radio

Positioning System.
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1. INTRODUCTION

The radio positioning systems are Becoming increasihgly
popular ;n such applications as near off-shore positioning (up to
a few hundred kilometers) since they offer the advantage of
over-the~horizon capability (which limits microwave_;ystems) and
more-or-lesé terrain conductivity-independent propagatién paih
characteristics (which limits lower-frequency systems);: A t&éi-i
" cal examplé of a modern (UHF system is the SYLEDIS (SYStemg
LEgere de DiStance) which operates at 42d-650 MHz with ;tated
accuracy of +10 m at maximum range (two to three times line-of-
sight). Typical antennas ﬁsed for maximum range are sihgle and
stacked 7 aad 12-element Yagis. |

The major possible error sources associated with the oper-
ation of this system can be categorized as propagation (path ana
cables), ‘electronic aﬁd antenna phase centre. Preliminafy field
trials éugges; that the unceftain:y of the location of the
antenna phasgvcentre (for bothlthg t:ansmiﬁting aﬁd reéeiving '
antennas) may $e the most significanf'error conttiButibﬁ'and may
also be most amenable to. analysis. t i . -

'The phasé cenfrelof an antenna is, for example.in thé c#se'
of a transmitting dnteﬁna.‘the appatent source of radiation.. In
the far~field of the antenna (i.e. aev;tal wavelengths),the

equiphase contours of the radiating electromagnetic wave
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describe concentric spherical shells (or pdrcions of sperical -
shells over defined angular limits) whose geometric centre is
at the phase centrelbf the antenna. Of course; any "distortion"
of the[sphgricﬁl wavefront will lead to a movement of the phase
centre. This work corsiders the phase centre movement as a
function of frequency and look angle for a variety of commonly
used antennas.

Figure 1 depicts a typical radio positioning applicétion.
It is recuired to measure che distance AB between thg-beacon
{(at A) and the interrogator (at BS; The transmitting anténna
at A is permanently pointed in the direction AA'. The receiving
éntenna at B is not pointed along BA, but rather along BB'
vhich still has sufficient gain at this off-boresight angle to
ensure signal reception. The location of the phase centers C
and D of the transmitting gnd receiving antennas,respecﬁively
are uniquely defined (for a fixed frequency ana avpatticular' ‘
antenna) by the angles ¢é and ¢i which are the’'angles between

the antennas axes (AA' and BB') and the inter-phase centre line

. (CD). Of course for each position of the intertbgator the phase

centers take new positions and hence the angles ¢i and ¢é dre
different. The distance measured by the equipment in this
configuration qill be CD which is an erroneous measure of the -

required distance AB. Thus if A and B are far removed such
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that AB is very much larger than the antenns dimensions:

AB = A0 + BO

CO + AC COS(e2 + ¢2) + DO + BD c'os(e1 + ¢1)

n

CD + AC COS(8, + ¢,) + BD COS(6, + 4,) (1)

where the distances AC and BD are functioqs of the bearing angles
-05 and ¢i teépectiﬁely and must bg determined from an‘analytical
model of the specific'antennas. Unfortunately in most (if not
all) positioning applications the angles ¢i and ¢5 are never
determined and hence corrections cannot be made. The ptoblen is
aggfavated by‘the fact that‘phase centre movement Qay be a
sensitive function of these bearing angles.
‘2. ANTENNA MODEL AND PHASE CENTRE |

Figute 2 gshows a Yagi array consistipé of a driven element.
.a refleétor element and several parasitic directér elements. ?he
antenna 1is descfibéd mathematically by a system of equations
- relating the diﬁolg base-currentslté the dim£nsionsyof the
antenna. Th;'base ;erminals of éach of the parasitic dipbles
' may bé considere& to be short-circuited since the elements are
no:nnlif constructed of a'sipgie'piecé_of metallic rod. The
saseﬂof the driven element may be modelled by a-yolfage dr
_ cutfent source with source 1mpgdance. The voltag; equation at

. the base of tﬁe driven dipoles 1is then
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. N

z
VT - zDDID + nel

n#D

ZDuIn’ n an integer | (2)

where N is the number of elements in the array, D is the element

number corresponding to the driven element, VT is the driving

DD is the self-impedance of

the driven element referred to the base, ID is the driven dipole

'

voltage at the dipole terminals, Z

base current, an is the mutual impedance between the driven
. dipole and the nth element in the array referred to the base and

t# element. For each of the

In-is the base current in thé n
parasitic elements the voitage equation will be of the same form
as (2) with the excitation term on the left-hand side set to

zero. Thus we may express the system of voltage equations in

matrix form as
V=21

. from which

1=z ' . _ - (3)
where Z is the impedance matrix, I is the unknown base current
vector and V is the source or excitation vector which is zero

except at the driven element where the voltage is. arbitrarily

set as 1.0 volts. The terms in Z are given by
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h
m
z = -30 csc Bh_ csc Bhn_{ [sinB(h_ - [zD1
-jér © -3Br ~jBr
[~] 5—} ! -3 & r’ 2, 2§ cos Bhn £ 2 1dz (&)

2 2 o
where the dipole dimensions are shown in Figure 3 and the element

current is taken to be the filamentary dominant sinusoidal

distribution given by
max i -
1,(2) = 1% stnB(h - |2 | ( (3

where B 18 the fcee-space wave number 2n/A. The self impedance
terms in {4) are computed by setting d equal to the element
radius. Solving (3) for the element base currents thus permits

one to compute the far radiation field of the array, thus

N l"n R
E= I f 1™ gin(h_ - lz|) exp(-jkr)
n=1 -h ‘n - B
n
' ' w-l S
exp(-ik ‘I dm"sine sing) exp(jkz cos8) exp(juwt) dz (6)

m=]

This expression for the electric field is a complei quantity

'which includes all the phase as well as magnitude characteristics .

of the field. Let F(y, f) be the-phase'quantity associated with
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(6) where ¥ is an angular variable which describes the "Iook ' :3
angle" or "aspect angle" of the antenna and f 1s the frequency i%
variable. If there exists an origip vhich reduces F(y¢, f)-to ' éﬁ
a constant then this origin is said to be the phase centre of Ej
the an;enna. ince this definition of phase centre1 depends_ 2;
upon polarization and the plane which rontains the angular | :i
variable §. these two quantities must be specified whenever the Eﬁ ’
conﬁept of phase centre is used. In this work the principal el ;E
" and ¢ planes (or E and H planes respectively) are of 1ntetes§. :ii
For most antenhaslthe phase is a func;ion of ¥ wha;ever the . E;
origin chosen, but over a limited range of ¥ there may exist a ':é

point p such that F(y, f) is practically constant. If p is

.l -, I ) ]
K o
1 i XN

Y YYYY

chosen as the phase centre for a given aspectAangle wp’ then:the

range of § for which the fixed point p can be used as the phase

.. e
(O

centre will depend on the allowable tolerance on F. To find

Iy

-

the point p use is made of the evolute of a'plaqe equiphase

-

contour. The evolute is the locus of the centre of curvature of

the contour, and the centre of,curﬁa;ure'corgesponds to the

Y i 0

location of an origin which leads to no change in the phase

hU

function over an increment Ay. The knowledge of F(y, £f) 'as a

e .
B,

PO i, 5

fqnétion of ¥ for any origin near the antenna is suificient to
determine the evolute of a far-field equiphase contour.

In the coordinate system of Figure 4, OP = 4 is the distance
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from the origin to alpoint on an equiphase contour S. The ray
DP is normal to the tangent line of S at P, therefore DP must
pasé througﬁ the centre of curvature. Using the development of
Carrell.' the displacement of the phase centre can be

approximated by

di F(&i + Ay) F(*i)
3T Zu[coswi + Ay) - cos #i] '

(N

where *i is a given value of y and Ay is an increment. As Ay
becomes small, equation (7) approximates theiderivative of F(¥)
Qith re#pect to the variabié 2n cosy. Once d is found as a
funcfion of ¥, rays such as DP can be @rawn»by setting v = y.
The evolute of thg equiphase contour is then the énvelope curve
of the rays.

We consider the case shown in Figure S:to illustrate the
features of the phase centre movement. Consider,the offpet
distances dl' dz, d3rc6rrequnding to obsefvcﬁibn angles *1'
'wz. w3 respgctively gnd let the rays Ri. RZ? R3 be éhe'diatancea

from dl. dz, d. respectively t6 the intersections with the

3
evolute contour. Let points A and B be the ray intersections of

1’ R2 and Rl. R3

increments between ¥, ¥, and‘wl, ¥, are small then points A and

ray pairs R resbectively. If the angular

B will be approximately on the evolute. The distance L can be
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computed between the 1ntersection'ef'eny consecutive ray pairs
and the origin and tais distauce will be a close approiimation
to the straight line separation between the otigin and the phase

centre at any observation angle.

L, = ey + )7+ (x3tanv{»2?2 — L (®)

tany

. :
tany, (d2 - dl) 5

*3 © tany, » 4, and d, negative to legt of 0
1l - : '

tany,

where the distances LA’ LB afe assigned to correepond to angles
Wz‘and wl tespectiuely. Thus for auy observation angle wi me
may readily locate the phase centre by knowing l.1 and the
corresponding di'

In this work the fielu is computed at 1 degtee angular
incrementa and L is calculated using each successive ray pair.

3. NUHERICAL RESULTS ~ 12 ELEMENT. YAGI

This section describes the radiatioa characteristies of a

P
0
.
ey
« 8

.-
[

/

12-element Yagi having dimensions given in Table 1. The

-
e

l‘.l‘h‘ﬁ'- .}
% telage

. computed swept-frequency front and Back-patterns are shown 1“;

r

Figure 6 from which we select three operating frequencies to

illustrate the different typee of_phaee centre behaviourﬁ
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frequency point "A" (650 MHz) has moderate front-to-back ratio
with shallow sidelobe nulls; frequency point "B" (668.5 MHz)

has maximum front-to-back ratio ;ith very deep sidelobe nulls
and frequency point "C" (754 MHz) is a resonaﬁcez'which is
characterized by Qcalloping of the main lobe and high side and v
backlobes. This last point is chosen to illustrate the effects
of resonant behaviour and, aléhough the antenna would not
norﬁally he opefated at its extreme bandédge as in this case,

it has been shown3;4 that similay resonant behaviour may occur
thoughou; the passband under various conditions. Figure 6 shows

the polar H-plane radiation patterns at tﬁese three frequéncies

of interest and Figure 7 presents the distance L as a function

TABLE 1 Yagi Dimensions
No. of elements N = 12

Reflector element lehgth' 2h.,, = 23.6 cm-

12
Driven element length 2h)) = 21:5 cm

Director element length 2h1'+ Zhlo = 18.5 cm

Element radius a = 1.5 mm

+d, = 9.4 cm

1 9

Driven element-director element'spacihg le = 6.0 cm

Director element spécing d

Reflector element-driven element spacing d11 = 7.8 cm

Design frequency = 670 MHz
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of angles for these same frequencies.

At 650 MHz and 668.5 MHz the phase centre at boresight
(¢ = 90°) is located approximately 0.6 m back from the front
element alqng the array axis. As the observation angle (¢)'
moves off boresight the phase centre veers off the antenna with
the distance, L, from.the front element remaining neérly

constant with the 3 dB beamwidth of the antenna. As the off-

boresight angle increases L may rapidly increase to tens or even
hundrads of meters. At the resonance f~equency (754 MHz) the
phase centre distance L varies rapidly even withig the 3 dB
beamwidth. Of ﬁarticulat importance are the rapid chaqg;s iﬁ L
which correspond to the polar pattern null positions where a
cusp normally occurs in the evolute. Upoﬁ closer examination
we note that the magnitude of L is related to the anéular
derivative of the polar plet and heﬁce deep nulls, where the
‘ angular drivative of the pol#% paftérn is large, are
“‘characterize. by lérge values|of L (Figure 7); Furthermore,
sharp nulls haye nearly discontinuous angular derivatives
.resuiting in a cusp in the evblute. When thevangular derivativé
 is small such as when the main lobe is very”btéad aﬁd "flac"
then value of L .is correspondingly ém&ll.l
4. C.UMERICAL RESULTS ~ ANTENNAS USED IN SYLEDIS SYSTEM

We consider now 7- and 13-clement Yagis which are in use
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in tne SYLEDIS radio positioning system. Antenna specifications
are given in Table 2 and the swept-frequency respomses are
shown in Fiéufe 8. Polar H-plane radiation plots are also

given at the system operating freqﬁency 432 Miz. Since the

TABLE 2 Yagi Dimensions Used in SYLEDIS System
No. of elements N = 7 (or 12) ‘
Reflector element length 2h, = 35.0 cm'(2h124- 35.0 cm)
Dri\ 1 element lengﬁh 2h6 = 30.0»¢n (Zh11 = 30.0 cm)

Director element lengths 2h1 - 27.5 cm

2h2 -» 2h5 = 30.0 cm (2h2 ~ Zhlo =
- 130.0 cm
Element radius a = 3.0 mm _
Element separation d1 = 15.5 cm
d2.+ dS = 14.5 cm (dz > d10 - 14.5_cu0
d =

10,? co (dll - 19.2 cm)

antennas are normelly vertically pblarized in use we consider
6n1y a;gularlmovemen;s in the H-plane of the antenna. The
7-element array has a +26° 3 dB beamwidth with a first null
52° off boresight. The 12-e1emenf efray has a :iﬁ-i;.3 dB
beamwidth with a first null at 32° off boresight and a ﬁﬁch

deeper null at 63° off béreaight. A plot of L over one angular
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quadrant (¢ = 0 - 90°) for each antenna is given in Figure 9

from which several observations may be made:

1)

ii)

- 141)

iv)

vv)l.

for a 7-element arréy L remains nearly constant (approx.
0.4m) over the 3 db beamwidth however for the 12-e1et1;ent
array L changes rapidly within a few dégrees of bore-
sight;

both arrays showed IArge rapid phase centre movements of
the order of tens of meters over the quadrant; -

the phase centre of the longer arr;y veers off the
antenna more rapidly than for the shorter array due to

the sharper main lobe with nulls nearer to boresight;

although both arrays have well defined nulls off bore-

sight, longer arrays tend to have much sharper nulis
(hence larger anguiar derivatives and discontinuities
in the anguiar derivative) with cotresponding large
phase centre movements;

for both. arrays the gener;1 features of the "L vs.
angle" curve can be readily predicted by observing the
polar.radiation pattern #nd vishally.estimafinglthe
relative siie of the angular derivative cof the plo;,

particularly noting the occurrence of sharp nulls;
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vi)"regardless of the array length there is no single range
correction term which can be of value in field service
short of calculating the exact phase centre location for
each bearing angle and frequency.
5. ERROR CORRECTION |
Phase centre movements 1ne§itab1y result in errors in
distance determinations .since the glectronic equipment 'simply

gives a readout proportional co the phase centre separation

, between ‘transmitting and receiﬁing antennas. In practice, an

initial "calibration" reading is often taken over a path of
known length and the instrument reading is manually "corrected"”
to give'zero error. This same correction is then applied to all
subsequent readings and is intended to account for fixed phase
delays in cable lehgths and electronic circuitry as well as

any propagation'effects which may Se present. It also inclgdes
any phasé centre 31splacement'which was present in the calibra-
tion procedure. Referring to Figure 10(a) we have an.
interfogatiqn sifevat ‘A using a,direcfioqal antenna whose phase
cenfrélcan be computed f&rbany look angle and a beacon at B

which, for simplicity of discussion, is assumed to havé'zerOj

phase centre'displécement for all angles in the observation '

plane. The following discnussion is easily adapted fbf any

combination of interrogator-beacon antennas if this assumption’
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is invalid. The calibration reading'is a measure of the
distance B - PCl (where PCl is the phase centre at the'calibra-
tion boresight iook angle) and is "correcéed“ to give the known
distance AB. For reasons which will be discussed shertly it is
important that the calibration be done at boresight. When the
receiver. antenna is turned through the angle § to‘a new look
angle the instrument reading will change by the amount L' cos n.

(assuming A and B are far removed) corresponding to the new

. phase centre location PC2. A plot of L' cos n as a function of ¢

(Figure 11) will thus indicate an "error" function normalized to

'the calibration setup., If the receiver is then moved to another

observation site and fhe same initial calibration is used care
must'be taken to ensure that the aﬁtenna beafing with respect
to the survey line is identical to that used in the calibtatiop
setup. in order to use the "error function" curve to correct

the instrument readings it thus becomes necessary to record the

'

‘antenna bearing (pointing direction with respect to the survey

‘line) with each reading. If the beécon'antennalalso exhibits.

phase displacement, as-would Be tbe case for Yagi arrays which
are typically used, then both antenna ﬁeéring angles must be
recogded and‘a separéte "error function” curve for thé beacon
antenna must be available. Corrections for phase centre moveﬁent

must then be applied at both ends of the survey line. -
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As indicated above the antenna bearing for calibration should
be ﬁoresight in which case the pnhase centre lies on the array
axis as well as on the survey line (Figure iO(a)). Then, as
discuésed earlier, thelchange,in instrument reading indicates
the distance L' cos Nn. If, however, the boresight angle is not
used for calibration (Figure 10(b)) the change in instrument
reading‘corresponding to an angular antenna rotation £ will be
given by L' cos n' with a resulting different of L'(cosn' - cosn).
This discrepancy may become significant éven when n' - n is
small since L' may become of the order of tens or even hundreds.
of meters at some énglés for the Yagis studied. fhe following
procedure. 1s.theréfore recommended ‘for obtaining and correcting
éange data obtained frém s}s;éms similar to the SYLEDIS system:
1. Perform a boresight calibration measurement over avknown

.path with known beacon antenna bea£ing. If the beacon

antenna exhibits phase centre movement, its "error function"

curves fpr both antennas must be gsed to correct the
readings.

3. For any changes‘in cébling. antenn;s‘or receiver the
calibfation procedure must be'tépeated.

"4, Since the i;rgest range'efrots occur in the vi;ihity of
aﬁténna pattern nulls, each aﬁtenna used in the system

should be accompanied b& its polar radiation ﬁattern in

326




order that beam null readings -may be avoided.
6. CONCLUSION ‘

An analytical model has been develope& to compute the
location of the phase centre of Yagi arrays for any antenna look
angle and this model has been us;d to calculate distance error
curves for antennas commonly used in the SYLEDIS system. Yagis
are shown to be unsuitable for uncorrected use in UHF radio
positioning systems where wide beam coverage is required and it
is shown that'significant pha;e centre movement may o@cur even
within the main lobq, particularly Ic- long, high—gain Yagis.
'Recommendations are made for a ca}ibration and operation
procedure which wéuld'allow phase centre movement corrections
to be made. A simple technique for qualitati#ély evaluating
the suitablity of an antenna for radio positioning applications
is presented.
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Fig. 1 Typical'radio positioning setup with beacon at A, interrogator -at
B. Phase centres for beacon and receiver antennas are at C and D

respectively.
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Fig. 3 Geometry for mutual' impedance calculation by induced emf me
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Fig. 4 Coordinate system for phase centre computations (after Carrel [1]).
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650 700 750 800
' Frequency, MHz

H plane

Fig. 6

Calculated swept-frequency radiation patéern for 12-element Yagi
and polar patterns at 650 MHz, 668.5 MHz and 754 Miz.
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Fig. 7 Calculated phase centre distance L and angular derivative of the

polar radiation pattern for l2-element Yagi at 650 MHz, 668.5 MHz

and 754 MHz.
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Yagi arrays and polar plots for each at 432 MHz.
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Fig. 9 Computed straight line distance from phase centre tn origin for’
. 7 and l2-element. Yagi arrays at 432 MHz. Origin is located at the
centre of the front director Yagi element. : ‘
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Fig. 11 Computed distance error for 7 and 12-element Yagi arrays at 432 MHz.
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 ABSTRACT

APPROACH TO A SUITABLE DIRECTIONAL ANTENNA
_FOR UHF RADIO POSITIONING APPLICATIONS
J.M. Tranquilla and S.R. Best
Department of Electrical Engineering
University of New Brunswick

Fredericton, N. B., Canada
(506) 453-4561

The phase centre properties of log-periodic dipole (LPD)
arrays are examined for suitability in UHF radio positioning
systems and are compared with phase properties of commonly used

Yagi arrays. LPD arrays offer gain.ﬁearly comparable to that

obtained from short Yagis, exhibit nearly 180° main lobe coverage

with no front quadrant nulls, and show very small phase 6entreA

movement over the entire front hemisphere.
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}. - INTRODUCTION

Modern UHF radio positioning systems such as SYLEDIS SYsteme
LEgere'de DIStance) require Seacon t;ansmitte:s whcse‘antennas
have sufficient gain to allow operation to several hundred
kilometers. Yagi antennds (either singly or in dual arrays) are
commonly used, however, the phase centre movement on high gain

Yagis may lead to errors of the order of tens or 2ven hundreds of
meters in distance deterﬁination'.. " High gain Yagis inherently

exhibit narrow beamwidth with several sharp nulls in the polar
-radiation pattefn. It has been shown that the phase centre
displacement (as a function of observation angle) increases
dramatically with the angular derivative of the polar pattern and
he6ce yields maximum distance measutemeﬁ: error in the vicinity of

pattern nulls]. Equipment manufacturer recommendations often

include the warning that such antennas not.be used outside their
3 dB beam patéern which, for single 7- or 12-element Yagis commonl&
used, restricts the user to. approximately 15° or ZSé.respectiVely
from boresight. - This is an impracti;al restri;tion since the user
,wouyd nd£ normalli know whichlbf the possibly seQeral beacons were
' pointed toward him and, therefore, would not know which teadingé
were reliable. ' . B -

One soldtion to the p;dblem i5 to m#ke available to each user

the phase centre displacement "correction curves" for each antenna
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in the system and to record receiver-beacon antenna bearings
with each distance measuremént. Data processing using known site
coordinatés; antenna bearings and phase centre lécationslcould
then be used to apply corrections to field readings.

An obviously more desirable solution would be to s?lect or
design antennas which exhibit the reéuired gain while also having
small phase centre Qisplaeemenf for lopk angles covering at least
the front hemisphere of the antenna. Log-periodic dipole arrays
are known to have‘modg:ate gain, broad front lobe coverage and'a
boresight phase centre wﬁich follows the so-called activé region
of the antennaz. |

This paper considers the phase properties'ofla typical linear
array from which we may infer.some basic requirements to produce a
stable phase centre. We then consider the case of the‘commonly'
used Yagi to illustrate the extent of phase centre movement and
its dependence upon array length. Finally, Qe'consider ghe LPD
atfayland'compare the range errorsvbbtained from it at look angles

in the principal planes with those obtained from a Yagi array.

2. PHASE PROPERTIES bF LINEAR'ARRAYS

Consider an array ;f i-directed,'pérallel linear elements
lying in the y-z plane as.shown in Figure f. The element spacing
is not necesaarily uniform and dn is the digtance along the array

. th . . ' ' . .
line from the n” element to some convenient reference origin, O.
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The complex current in each element may be represented as In and P
is an observation point in the far field. The phase dependence
of the fields at P due to the ngh'element is then given by the

usual Green's function approximetion
s s © 0 e . 9
? = e jkr . jk dpsin 51n¢e3kz cosd jan | o

jon th

where e represents the phase of the driving current in the n

" element and k = 2%/X, Of course, these terms must be subsequently

integrated over.the element length for the z-directed cuffents gnd
summed over all elements to give the final field result. Thus |
the phase of the field, and hence the location of the.phase

centre are dependent upon the element size, array length{and view
angle. 1Ideally, for minimum phase centre'movement, thevéiemenc

factor exp(jkz cos®) and the array factor exp(-jkdn sin6 sing)

should be as near to unit& as possible.' ForAeléménts'near 
resonance the elemen; factor cannot be ;djustéd; howevér,_;he array
factqr can be minimized if the array size is reduced and
particularly if the dominant arfay currents are locélized to a

relatively small portion of the array at the operating frequency.

‘since compact arrays have inherently wide-beamwidth and low to

moderate gain we can see the conflicting requirements of phase and

gain performance.
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Yagis are travelling wave radiators on which an
electfomagnetic wave is excited at the driven element, gﬁided
along the direcfor elements, and launched as a free space wave.
The lengtg and spacing of the parasitic director elements adjusts
the phase‘velocity of the wave to nearly match that of free space

so that the antenna will radiate efficiently. The gain of the

antenna is dependent upon the length of the director guiding

structure sc that high-éain Yagis have many directors and exhibit
several sidelobes ;nd nulis in the polar radiation patterns.
Unfortunately, the increased length of the director segment
adversely affects the phase ptopeéties in (l):
3. LPD ARRAY MODEL

Figure 2 shows the LPD array with the network representafio:

used by Carrelz. Following Carrel's well-known development, we

may solve the matrix equation

I-(U+YF3A)IA,-4 o | (2)

for the element base current vectox‘IA'where I is the excitation

 current vector, YF is the feedline admittance matrix, &, is the

A

element impedance matrix and U is the unit vector. Once the
element currents are known, the radiated electric field may be

computed as
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E=3% #nexp(-jkt)exp(—jk sind sing I ai) N
n=] _ ‘ ' i=1 ‘ , Lf}
\.‘:‘4
22
In [cos(kh cos8) - cos kh ] ‘ (3) T
— n n. . -

sinb : :
where n-!ZOI‘oh-s and the element current is taken as the dominant - . oo
sinusoidal mode deséribéd‘by .
I () =1 sin k(h_ - |z|) (4) L
n i n N
- max ' o
. ~—
. . , )
The expression for the electric field in (3) is a complex o
quantity which includes all the phase as well as magnitude -E
characteristics of the field. Let F(¥, f) be the phase quantity ‘[i
associated with (3) where ¥ is an angular variable which describes :?3
the "look angle" or "aspect angle" of the antenna and f is the f%:
frequency variable. If there exists an origin which reduces o t:
F(y, £) to a constant then this origin is said to be the phase - :%:
centre of the antenna. Since this definition of phase centre ‘:f
. o o N
depends upon polarization and the plane which contains the angular . f’
' ' : Co oo . C S Tt
variable y., these two quantities must be specified wherever the ' vt

‘concept of phasge centre is used. In this work, the principal
and planes (or E and H planes respectively) are of interest.

For most antennas, .the phase is a function of whatever the
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origin chosen, but over a limited range of there may exist a
point p such that F(y, f) is practically constant. If p is

chosen as the'phase centre for a given aspect angle Wp; then the

range of ﬁfor which the fixed point p caﬁ be used as the phase
centre will depend on the allowable tolerance on F. To find the
poiht p use ismade of the evolute of a'plaﬁe equiphgse contour.,
The evolute is the locus of the centre of curvature of the
contour, and the centre of curvature corresponds to the loccation
of an origin which leads to no change in the ﬁhase'function cver
An increment AY. The knowledge of F(¢, f) as a fuﬁction of ¥
for any origin near the antenna is sufficient to determine the
evolute of a far-field equiphase contour.. |

In the coordinate system of FigurevB, OP = r is the distance

from the origin to a point on an equiphase contour S. The ray DP

is normal to the tangent line of S at P, therefore, DP must pass

tiirough the centre of curvature. Using the development of Catre12

the displacémén: of the pﬁasé.centte can be approximated by '

a8 RO B ()
L 2ﬂ[cos(wi + AY) - cos wi |

where Wi is a given value of ¥ and A% is an increment. . hs ¥
becomes smali, equazion (5) approiimates the derivative of F (¥)

with respect .to the variable 27 cos ¥. Once d is found as a
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function of y , rays such as DP can be drawn by settingy = ¢

(Al Tl

The evolute of the equiphase contour is then the envelope curve

\
e

of the rays. We consider the case shown in figure 4 to illustrate

e
PR

i
+

the features of the phase centre movement. Consider the off§et
distances d],‘dz, d3 corresponding to observation angles w’; ¢;,
qb respectiQely and let the rays R], RZ’ R3 be the distances
from d], dZ’ d3 féspectively to the intersections with the evolute
contour. Let'points A and B be the ray intersections of ray pairs
R], R2 and R], R3 respectively. If the angular increments between
Y wz and “, ¥, are small then points A and ijill be
approximately on the evolute.

Tue distance L can be computed between the intersection of
any consecutive ray pairs and the origin and this distance will be

a close approximation to the straight line separation between the

origin and the phase centre at any observation angle.

'/'2'2
LA = (x3,+ dz) + (x3tan *2)

tany, o S *
tanw2 (dz - d!) e o : '

Xy = “tany, y d, and d2 negatxve.to the (6) .
- tanwz - - left of 0.

where the distances LA’ L8 are assigned to correspond to angles
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wz and wl»tespectively;' Thus for any observation angle “i one
may readily locate the phase centre by knowing Li gnd the
 corresponding di'
In thig wérk, the fiéld is computed at 1 degree angular
increments aud L is calculated using each successive ray pairé.
In electronic'distance measuremeﬁt applications the phase
centre movement results .in a distance error as described using
Figure 5. In Figure 5, the sysﬁem is boresiéht calibrated over a
known path AB., At the bdtesight ahgle, the phase centre of the
recéiver antenna i; located at é along the path AB. The
instrument reading is.a ﬁeasure of the separation between antenna
phase centres (BC) and'tﬁé calibratioﬁ procedure adjusts this
reading to give the knoﬁn value AB, thus accéounting for any phase
delays in éables <nd electronic circuitry, propagation effects and
- phase centre displacement.. As the receiver antenna is turned

through an angle £ from boéesigh; the phase centre moved to C'
which may be uniquely aefined in terms of the angle ymeasured from
;he avray line. The angle § may thus be computed as the aﬁgle
between the line joining phase cgntfgs C - C' and tFe path AB.
The distence reaéing, using the same calibratioﬁ correc;ion
described above, will th;s be in err;r by the amount CC' cos § .at
this off-boresight angle. Of course, for aﬁ; antenng pointing

angle £ the new phase certre C' and the .corresponding angle
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¥ must be recalculated to give the distance error. In this
manner an "error" curvs may be produced to show Ehe needed
correction atvany antenna pointing angle. Care must be taken to
ensure that in the inifial calibration procedure the antenna is
‘pointed along the path AB (thus ensuring that C lies on AB) or, if
this is impractical, that the off-boresigﬁt angle be measured ahd
the off-axis phase displacement be taken into account.

4, COMPUTED LPD ARRAY éESULTS

The LPD array parameters are given in Table ! and were

selected'to give midband operation at 432 MHz corresponding to a
commonly used frequency in the SYLEDIS system. Figure 6 presents
the polar H-plane radiation pattern and the computed straight
line distance L (from equation (6)) in both the E and H planes.
This array gives nearly + 90° front beam covérage with very small
phase centre movement ;ompared with the performance of 7~ and
12-element Yagi# (figure 7). 1t'may be noted th;t'for comparis;n
purposed the LPD array length was choseﬁ to be nearly equalito thgt'
"of the 7-element Yagi.

| In Figure 8 the distance error curve for the 10-element LPD
array is shown for a 90°'ftoﬁt quad;ant.- Also presented for
cqmparison are éhelerror’curves for f- andllz—elemeﬁt quia

commonly used in the SYLED1S system. The improved petformance»of'

" the LPD array is evident in that the distance error magnitude is
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TABLE 1 LPD Array Parameters

10 element LPD array
T = 0.92
v =0,172

elemant radius 1.4 tm

longegt dipole length 0.395 m

longest element half-wavelength fréquency 380 MHz
shortest element half—waveléng;h frequency 805 MHz
'feedliné characteristic impedance Z = éOO Q

6 eiement LPD array with parasitic director extension

L o.é;
¢ =0.172

element radius 1.4 mm

longest dipole length 0.363‘m

longegt .element half—wavele;gth frequency 413 MHz '
shorfest element half-wavelenéth fréquency 627 MHz
feeqlingbcharactgristic ‘impedance‘z0 = 200 ﬁ
parapi:ic.dipole lengt£‘0,239 m’

parasitic element spacing 0.091 m
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less than 4mm out to approximately + 60° from bocesight and
remains less thgn 2.5m even at broadside anglé.

In many positioning applicétions requiring maxiﬁum system
range a single antenna does not offer sufficient gain, and even in
shorter-distance situations maximum antenna gain is desirable to
avoid unnecessary signal loss due to noise. The LPD array, in
spite of its excellent phase performance, is not a high gain

antenna, however, its gain can be markedly improved by the
additgon of a parasitic array atead of the LPD élements. The
analysis of such a hybrid array3 closely follows that described in
this work with the addition of a set of equations in (2)
represenging the volt;ge vector .r the base of‘the parasitic
eléments.

We consider the case of an LPD afray similar to that described
in TaSle 1 with thglmodifications that the longest and three

shortest elements are removed to reduce array length. This

affects only the array bandwidth which is of no consequence in

this application since the resultant operating band leaves the

array unchanged at the 432 MH» operating frequency. To this

" é-element LPD array we then 2zdd up to a 6 parasitic elements

whose dimensions are given in Table 1. The polar patterns and
distance error curves for several of these hybrid arrays are

preserited in Figure 9. The effect of the parasitic extension is
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to increase the gain (up to 2dB in this case for 6 parasitic
elements) and to decrease the beamwidth (from 110° for no
elements‘toA74°'for 6 parasitic elements, however, tﬁe distance
error remains very small (of the order of 1 m. maximum) out to the
first nu11s>on all of the arrays and all of the arrays offer
effective front hemisphéripal coverage which is not available

with Yagi arrays. Further addition of parasitic element, however,
will lead to the development of front-quadrant nulls.and larger
distance errors in the vicinity of these nulls,

5. _éONCLUSIONS _

An analytical model of the log-periodic dipole array has

been used to study the antenna phase centre movement and to
determine the applicability of this antenﬁa for UHF electronic
distance measurement systems such as SYLEDIS. The LPD .array
distance error is compared with that of 7- and 12-element Yagis
and it shown tﬁat the LPD array offers much imprqved phas;
centre and beam coverage performance. ' |
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point P(r, 6, ¢) is located in the far field of the array.
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Fig. 2 Details of the LPD array model after Carrel .[21 showing the
element and feedline arrangement and the connected network model.
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Fig. 3 Coordinate system for phase centre computations ‘(aftet. Carrel [2}).
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" evolute

Fig. 4 Geometry for determination of the distance from the origin to the
approximate phase centre on the evolute,
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FOUR BaAND

RADAR AUGMENTATION SYSTEM
| FOR |

HIGH PERFORMANCE TARGETS

HAERY B. SE}TON IR.
TECOM INDUSTRIES. INC.

9324 Topanga Canyor Rlvd.
‘Chatsworth. Cal’- -'nia

ABSTRACT

Modern day targets, used to exercise radar de-
tection and tracking vlste;s. fcequently e-ploy radar
augmentation systems to enhance their cross section
to simulate a larger vehicie. ‘rhis results in im-
proved detection/tracking that is closer to ropb:;
‘ational scen;tios; Since detection ahd tracking
radars are frequency optimized systems, the radar
‘augmentation must cover the lultlﬁlé bands in which
these radars operate. |

WA*E;:iqa was unde:takoh'to p:ovids tddi::ﬁuqlcn-

tation, for a high pez{o:nanco'tarqot. in L, S8, C 2nd

X bands. This target operates at MACHK 3, to 80,000

feet altitude, with flight times to 300 seconds. and
experiences stagnation tenpetatu:es 2t the cradome in

excesgs of 500° PF. Radar cross iection‘ levels,
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required, were used to d.fine anteona fﬁaihs.-and
isolation levels.

The completed design consisted‘bt pa1:¢>d£r0t~
thogonal antenna elements hignly isolated ‘86 that
solid state a-plitio:slcould be inserted ts provide
active augmentation. | Crossed dipoles vere ﬁcéd .at
L-Band, yagi's at S-Band, and planar ipitais from
C-Band thfouqh X-Band. 1isolation love1q'v;;ied from
25 4B to greater than 50 dB, pvdri'fzequency. ‘to
achiove the required RCS lovels. Theso isolations
were achieved in the p:esonco of a nose tip mounted
pitot tube and assoclated heate: ui:es. ‘

The antenna elements were foamed iuto a single
module for savironmental protection add(iocatod iu an
A sandwich radome tab:ic;ted using polyilidq resin.
The radome olocttical design was ideatified as criti-
chi to acbiovinq high 1isolations and pteventing
9atto:n breakup. Tho design also had 'to meet rigid
structural .and thc:-al :oqui:on‘ntsﬁf ru& entire

antonna/:ado-. nos? coni vas to:nnliy (dalitlod p:iot

.to the production ot 35 prototypes and cnbsoquont,

'ptoductlon ot annual p:oduction putchanos.

The dcllqn By cu:tontly baing upq:adod tor in-

creased bandwidths to encompass addltlonal radarcs

vith pb1i:izat£ons cpanqod to all circular to accom-
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modate target roll. The -odule'desiqn is being con-

sidered as universal for application to cther targets.

1.0 BEQUIREMENTS

The regquirements for the high pottd:lance target
wvere cogtained in a spociticatién control drawing
piopated by the target -anutactuzit. These tequire-
ments included both electrical and structural re-

quirements.

1.1 Electrical

The electrical requirements of the zida: auqlen-

tation system(s) are presented in Table 1-1.

The frequency :nquitﬁnents are presented by gen- '

eric band and bandwidths. Polarization requirenments
listed follow the normal polarizations in use by
operational radars. Gain levels were not speciftied

but RCS levels were. Although +45° coverage was

specified off the target noss these¢ angles greatly , '
exceeded ictaallzoqui:o-antq. This in turn was the

- driver for the 90° beamwidth specified.

Tre amplitude :ipplo :oqul:on&nt vas a systen

dociqn goal applied to ‘the conposito gain of the

't:ansltt antenna pacttern gain plus ‘thd' receive

antenna pattern gailu.

Power hind;inq of each antenna element had to be
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TABLE 1-1

SUNMARY OF AUCMENTATION SYSTEM REGUIREMENTS

Charscteristic . limits

Ban. : L s o) (1
Bacdwidth, % : 10.2 6‘_.7 8.8 3.4
Polarization o R | V/K v v

Gain, dBi Hia.(2) ws wWws  ws U/s.
Coverage Zone off Nose ' A45° 245° | 4435° ;AS‘
Amplitude Ripple, db(3) 3.0 3o 3.0 3.0
Ralf Powor W, Now. | %0 9° ¥0° 90°
Isolation, Mia. a8 26 0 4 50

_Power Maandling, Vatts v 1.6 1.0 2.0 2.0
VSV Max. 2:1 2:1 2:1 PRe

WOTES. .(1) Bay be se*viced by one broadband antenna element for
both bandr _ .

(2) W2 spec ' 1ed. NMust be compatidle with pattern and
BCs requirements.

(3) cra” ¢or co-pocito’ transu.t and receive pattern
(.., System) »m oy,
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capable of handling a tew watts 'qenerally derived
from a solid state amplifier. Anteuna VSWR levels
were required to be less than 2:1 to provide effi-
cient transfer of energy to/from tﬁev active ampli-
iict: to be used.:

1.2 ggvi;Onlegt

The enviroamental requirements for the high per-
Aton'anco tatget are summarized in Table 1-2. The
radoma antenna system used ‘to: cadar luqnentatibn
must ogegg'tg during these ccnditions. -

These harsh toqﬁl:olentn led to two early devllqn
conclusions. These ”wcte: 1) The antenna elements
aust be tpa-ed in place to survive the robust
vibration. shock and moisture (induced via altitude
cycllnqi ‘:oqqi'.:olonts; and 2) The radome -ustw be
constructed using a hiqh,‘tonpeutu:d resin such as

polyimide to survive the expected surface temperature.

2.0 TARGET BADAR CROSS SECTION
: Activé iida; auq-o.nnuou‘ is dchtdv'od_ by re-
ceiving a sample of th’ cadac energy inpurging upoa
the target Vli an antenna G_.
signal and its wmodulation(s). and ctetransaitting the

amplifying that BF

¢ 1t is obvious.

that the antennas G: and dt -ulﬁ be holitod by

increased signal via an antenna G
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- IABLE 1-2
SIMMARY OF RICH PERFORMANCE TARGET ENVIROWMENT

. Coundition . Limit
Toaperature Altitude AIL-STD-810C, Method 3-4.1,

Altitude 0-80,000 feet,
Temperasture 40°C teo +71°C.

Temperature Shock NIL-STD-810C, lqt.hod 503.1, -57°C

to +71°C.
Surface towonturcu’ _ +i96'<: for S minutes, S7 lds. at
4 STA 117. :
Random Vibrstion ' NIL-STD-810C, Method 514.2,

20~-2000 Hz at Wo = .0dg2/mz, -
1 bour each axis.

ghoek ' ' MIL-STD-810C, Method 516.2,
Procedure 1, half sine, 20g pesk,
11 msec, 3 pulses each direction,
along each major axis.
Accelerstion HIL-3TD-810C, Method 513.2,
' 4 9 ia X axis, & 8g ia Y axis,
+ 17g in Z exis.

Structural Loads(2) 220 1bs. 'at STA 118.7.

WOTES: (1) Radome surface

(2) Applied to radome as static test.
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an amount greater than the amplifier gain to prevent
the familiar "sing around* often observed in amateur
acoustic situations.
2.1 Radar Cross Section

The radar cross section taut of an antenna may

be defined on boresight as follows:

2 2

>
G + ) Gy . Gp o N (2-1)
g - 4
awt * —— ¢ .
This reduces to:
Sant = .08 Gg . Gp . A2 (2-2)

The total radar cross section of the tacget o,

can be expressed in terms of an alplit}e: gain which
"is inserted between the 2 antenaas G, and ‘Gt.

Thus we have:
or = %ant X Gamp - .08\2 . G . G¢ . Gamp (2-3)

flquto 2-1 s a ‘parametric plot of this func-
iion. it is intuitively obvious that the following -
equation expresses the stahility :iqui:onoﬁt for
active augmentation that zust exist between alplx:}e;
qain; G and inter .anionna iloiation 1 to

_ amp t-r
prevent cscillations. Expressed in the more familiar
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and convenient 4B terms we have:

It-r > Gamp (2-4)

Systea margins of 3 to 10 dB were established to
ensure :yct-i ‘stability. Figure 2-1 is based on
unity gains (0 dBi) for both ct and G: to sims-
plify use. "rhus if two O 4Bi gain antennas were used
af 300 MHz with a +14 dp amplifier gain a net :adaé
cross section of about +2 4B above a square meter
would result. To achieve the sanme 03 dB re lz
cross sqction at 36 GHz would toqui:e:an amplifier
gain of 0541dB and an isolation greater than 54 dB.
In the latto;: example, if the anteﬁna gains were each

increased to +10 dBi then the required amplifier gain

would bhe decreased to only 34 dB.

3.9 ANTENNA DESIGN APPROACH .

.Antenna designs were sought that provided the
modest qaini required to nt.i.s'ty the bat;o:n shapes

and which were ‘capable ' of meeting the minimum

~isolation :equi:‘oienu.' Above all, 1low technical

risk solutions were sought..

3.1 Mechanical Constraints
The host target was 13.5 inchss in diameter

having an ogive radome approximately 24 inches in
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length at the tip of which was installed a pitot tube
to determine static and dfpanlc _bressures.  These
pressures were t:adsnitted via hlgh _temperature
tubing through the antenna volume installed in the
base of the radome. COnventioAal,thlc%'uullod. ;at-
bon loaded, noopione hoses were found to be unsﬁit-
able due to induced patte:n' rippie cresulting from
losses/reflections. Thin walled accordian teflon -
tubing was electrically invisible but collapsed at
altitude. | |

| The pitot‘iube‘and‘stéinldss steel mounting base
constituted an axial obstruction. 1In addition, a
pair of No. 16 guage wires had to>berrbuted througa
the antinna volume to conduct D.C. power to the pitot
tube: heater for de-icing pdiposes at altiﬁudo. These
wit‘s were found to couple strongly .to the L- and
S-Band antenpa tields in a manner that ottenvréduced »
.isqlatioﬁs by lofto 20 dB. The bptiqnn location of
these Qités uas-ultllﬁtely determined using empirical
;ethodn. | |
3.2 Mechanical gackagigg‘
" Although the _Qﬁtl:e Qolule ot__tﬁe ,zadoie was
available for the guqlonﬁation ant§nnaa‘onlylthe att
porcion was utllizea. The antennas were mounted on a

.090 inch thick base plate 8.5 inches in diameter and -




the elements foamed uith a low density foam into a
cylinder approximately 7.2 inches in diameter by 4.5
inches long. A notch was molded into the peziﬁhe;y
of the foamed cylinder for passage of the pitot tubes
and wires.

The tﬁdo-o inco:po:ated a molded tlange of poli-
mide glass inset about 3 1nghes from the radome base
in order fro clear canard ictuator mechanisms. This
flange incorpo:ated captive nutplates for installa-
tion of the foamed antenna module.

Figure 3-1 is an external vieﬁ_ct the: 1) Ogive
radome with tip mounted pitot tube, 2) An unfoamed
antenna module, and 3) A foamed (potted) antenna
-o#ﬁle showing passage ways for the pitot tube hoses.

Figure 3-2 is an inteéidt view into the base of
the radome. Visible are the‘paits of antenna jacks
for L-Band (J1, .JZ}. for S-Band (J3, J4) - and
C/X-Bands (J5, J6). |
3.3 L-Band Antenna |

The anténna confiquration selected for L-Bapﬁ
was a pair of prthoqonil dipolet ope:ited' appzox-
.'int.,ely .02 lambda in froant of the aluniimn n}:al
base plate. Each dipole was inclined at 45° with
respect to target vertical so as ﬁo 1nte:cept'§qua11y”

‘either horizontal or vertical polarization. This,
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- FIGURE 3-1 EXTERNAL VIEW OF RADOME, UNHITTED
. . ANTENNA ASSEMBLY, AND POTVED
ﬂNT EhNQ MODULE

o 'FIGURE .3-2 AFT END OF RADOME BASE SHOWING
‘ . ANTENNA COAXIAL OUTPUTS AND THE

. © PROVISIONS FOR PITOT TUBES MD
HEATER CQ'NECT 10NS S




however, does result in a gair loss of 3 4B for bdoth
teceive and tranrai: With nearly coincident phase
centers this coni.guration is capable of isolatioﬁs
of 35 d4 with minor adjustment. The ptesence of the
pitot heater wires, coupled strongly at these fre-
quencies, causes reduced isolations.

The dipole elements are fed using standard
baluns conrstructed of 0.141 inch diameter semi-rigid
tﬁbinq. These'elenehts are clearly visible in Figure
3-1. |
3.4 s-Band

Because of fhé increased isolation required at
this band, the antenna elements were separated as
much as possible at the edges of fcamed 7.2 {inch

diameter. The elements themselves were octhogonal

linear elements, as in L-ﬁand. each inclined 45° with.

the target vertical so as to receive/transmit. either
principal polarization (V or H). Because of the
anticipated 3 dé gain loss due to polarization each

antenna consists of a 5 element Yagi antenna fed by

means of .085 inch diameter lClid!iqid. coaxial

tubine. Tho entire set of S5 elements. including

driven element were printed 2n .020 inch tkhick %870

. Duroid. These elements show up as the trapezoids in

Pigure 3-1.
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3.5 C/X Bands
At these shorter wavelénqths advantage was taken
of broadband circularly polarized antenna elements.

It was possible'to use orthcgonally polarized (RHCP

"and LHCP) unloaded planar cavity Sacked spirals to

cover both these bands.. Such an element has a typ-

.ical bandwidth ratio of 2.5:1 to the 0 dBli points.

These elements, as in S-Band are mounted at the,;ax-
imum diameter available to systemize isolation. ‘The
use of orthogonal polarizations contributed 7 to
15 dB to .the isolation.

The planar spirals show up as the 2 cylinders in
Fijure 3-1. They are raised off the ground plane by
shoct leagths of .141 inch diameter semi-rigid co-
axial cable so as to be in rough'y the same apertuce

plane as the other 2 bands.

4.0 RADOKZ DESIGN
At the outset of the program TECOM recognized

the need ¢to " eontrol the tadone characteristics

: because of the electrical influence that would be

exerted H on antenna performance in terms of both

pattern and isolation :esponseé. The . success of the

p:oq:an'being|:390tfed.was due in léfqe'pa:t to the

early decieion by the target contractor to merge -
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system respoasibilities for both the augsentation Qﬁ
autennas and Zne radome with a single contractor. R

; ——

4.1 .eflection Levels

As cited earlier TECOM proposed an'l sandwich
radome structure that has proven to be successful in
the past for broadband coverage over these fraguen-
cies. Figures 4-1 and 4-3 present graphically the
dittetence 1a reflection levels for a sclid vs. a
sandwich. ™.is is critical as reflection levels con-
tribute adversely tc isolation levels.

“or example, examine both figures at IGVGHz at
an incidenée angle of 45° and note the reflecticn
VSWR. For ‘the solid radome thatlis .05 inches thick
(inadequate mechanically) for perpendicular polariza-
tion the VSWR is 2.7:1 for a raturn losglot -6.8 4B

or 21% reflection. For a sandwich consisting of .i95

inch thick core and .010 inch thick skins at the same

. frequency and poiarization fhe VSWR is 1.39:1 £o; a
return loss of -15.7 dB or 2.7% ':etlectioh.[ This
:;pteserts a dramatic . improvement of nearly 8:1 in
| redﬂced,rétle;tion lgﬁel. |
4.2 Transmigsion Levels '
Figures 4-2 and -4 in sinila:'tashiod show the
dif:e:enceé ta transmission losses between a solid

and sandwich construction. Obvicusly, froa conser-
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vation of énerqy ptinclplci. the energy that |is
" reflected li not transmitted. lctu:ninq'to th§ sanme
point of 10 GHz and perpendicular polarization we see
that the solid radome has a loss of -1.4 dB {72%
transaission) vs. for the A sandwich a loss of only
-.14 4B (97% transamission). All of the data pre-
sented inlriqu:os 4-1 through 4-4 are the results of
flat panel computer runs. Actual measured values are
expected to vary somewvhat as a result of varlations
due to unknowns in minufacturing tolerances., exact
materials p:opoztlos and the 2-dimensional lodel
assumed. |
4.3 Paocication
Century Plastic was selected to fabricate ’thc-
radomes of polyimide resin and tiberglass using a
tanali metal mold to hold the outer contour to the
precise ogive chapo‘:dqultdd by the aerodynamicists.
Century Plastics wvas tolnctod‘ because of‘ their
o;tonsivo demonstrated skills in the manufactute o<
other (fiberglass products such as radomes, antenna

2

covers and ppapod sucfaces such as CSC :otloétoit.

$.0 PLECTRICAL TEST RESULTS
Based on.iho lnlthl design, tirst article test-

ing and subsequent production of prototype units, the
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olectiical performance of the ?ada;ulanttnna four
band radaz augmentation vas established. Radar cross
section levels were confirmed via measucements in a'
governmen: anechoic range as well as through “he
instruaaxted tllqht tests. |
; ‘ 5.1 Summary Performance
‘ | Table 5-1 is a summary of vtho electrical per-
formances achieved by the 4 band radar augmentation
system. ‘- | |
Note that tb‘ achieved bandwidths ctcoo¢ the
requirements particularly for the ﬁppo: 2 bands. vthe
bandwidth indicated is the least of the isglation.
pattern and VSWR - §nno:ally :ost:ictgd'br the latter.
Polarization is intrinsic to the element chosen
for isolation purposes as discusscd‘ptovlously. Note
that tﬁo use 5: sirculac polacizations tﬁ:'tho upper
2 bandi avoids gain sensitivity al-a function of roll
position or polarization. |
cains;-ln.ltnoaz t.:-l; ioo: the systea toqul:;-
-;nts as dbis coverage. A-pltthdc ctipple at the
" higher 2 bands suffers t:ol.oltot'énéc blockage and
tesults in pattecn scaltoptnq; '
Halt power 5§a-utdth: ate ai expected for loé
‘qalh elements suéh ae 4dlpoled and spicals. |

The isolation goal of 30 dB at L-Band had a 3 to
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TABLE 5-1

E SRSURY OF ACTUAL AUGNENTATION SYSTEM PERFORMANCE

i Charscteristic . ‘Limits

: Band | L s o G

F Banowidt' , T . 1z c:‘j, &5 s

& Polarization va v vwce viusce

3 Gata, dmlt B a@ . o

i’ Coverage Zome off Mose 3§2‘U »;}i‘ | +40° 238°

‘ amplitude Ripple, db(3) 2 28 A 2-6

- Ralf Power BW, Nom. - Xese z6s° a0 = 15°
1solation, Mia. dB ' 27 a3 > 50 > 55
Power Handling, Watts OV >0 - >s . ma = A
VSWUR Max. - 1.9:1 - 1.6:1 1.7':1 1.6:1

WOTES: (1) Service by‘oao broadband spiral for both bands.
(2) Wet gains to principsl limear polarizations.

(3) Composite pattern wsing transmit end receive
patterns. , . .
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4 4B short fall. ©Exhaustive tests as toc pitot tube

WA KT S

heater wire locations failed to exceed, in produc-

F tion, {isolations’ better than about 27 4B vs. a

é revised limit ot 26 dB. ,

i , Power handling of the qclcct.d' configuration,

: ) based on analflos. exceeded the requicements in all

E . bands.

h Measured VSWR data taken on each antenna for

% each of the prototype units resulted in the maximua

t values shown with the worst at L-Band and best at

% . | | X-Band as entered in Table 5-1. | |

B 5.2 Radjation Patterns

E Radiation patterns taken at boresight, with the
tadome in place were taken at bind ccntc:tl for the

E , - designated frequencies at L-, S-, C- and X-Bands.

g The pattecns follow is Pigures 5-1, 5-2, 5-3 and

- $-4. Note thaﬁ for each frequency two ﬁatto:ns ace

} ploitpd. one £o:lt:ans-1t and one for teceive. Thus

the jack numberings are L-Band (J1, J2), S-Band (33,
34). C-Band (J5. J6) aud X-Band (5. J6). |

The patto:ni vere all taken for aziiuth'(yav)
cuts at the pol;:lzationc;gotcd. Pattern shape indi-
cates ibno of covo:aﬁc. cipple, and'colblnod ottéctsj

of the pitot_tubt and heater wire.
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T 3 SNy '2:-;:1-‘;——-’-;:
FIGURE S-1 L-BAND PATTERN FOR HORIZONTAL POLARIZATION
AZIMUTH CUT ; Ji= J2=

*$.<
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FIGURE 5-2 S-BAND PATTERN FOR HORIZONTAL POLARIZATION
| AZIMUTH CUT ; J3= Ja= -
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' FIGURE S-4 X-BAND PATTERN FOR VERTICAL POLARIZATION
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5.3 Receive-Transmit Isolations

Each antenna module was .tested a minimum of 3
times during the tabrication through acceptance
test. Thesé tests occurred at the following stages:
1) After assembly and piiot to . foaming., 2) Post
toa-iﬁg of the antenna module, and 3) After
installation inte the radome as the final acceptance
testing. |

fiqutes $-5 thtough ‘5-7 are typical plots of
isolation measured on the colpletedlassenbly with the
-antenna installed in the radome with pitot bases and
heater wires. in place' - in {its final coﬁtiq;:ation
just prior to shipment.

Note that the L-Band isolation, for 10% band-
width centered as .shown. exceeds ‘approximately 2@
dB. At S-Band the isolation, for the T bandwidth
centered as shown, exceeds about 43 dB. For the
,iﬁeep‘that covers C- and most of X-Band the isolation

exceeds almost 55 dB across the entire sweep.

6.0 FORMAL QUALIFICATICU

One of the radome/anteana four ‘band radar aug-
mentation syste-s' was subjected to formal ﬁualtti-
cation testing prior to subsequent . production

go-ahead and flight test of prototype units.




1SOLATION IN dB
®

-\5 FREQUENCY IN % FROM CENTER +15

FIGURE S-S5 L-BAND ISOLATION FROM J1 TO J2

(o}

G

ISOLATION IN dB

8

-5 © FREQUENCY IN % FROM CENTER +1£

FIGURE 5-6 S-BAND ISOLATION FROM J3. TO J4
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FIGURE S-7? C THROUGH X-BAND ISOLATION FROM JS TO Jé&

6.1 Formal Testing

hllltests‘uc:e gohducted in accordance with a
cqng:actor apptdvedu qualiticatlon test  plan.
Requirements were asz stated in Table 1-2 hecein.

Pre- and pést—tastihq to electrical tequize-enis

were in accd:@ance with the first acticle provisions

of the Acceptancs Test Plan.

Once formal qualification to environmental eon-

ditions was initiated the tests contlnue¢ without a
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single taiiute'untii.all tests were cqnpletéd.

‘Static load tests were conducted at TECOM with
all other tests conducted at Ervironmental Asso-
ciates' testing faciiity. |
6.2 sﬁ:tice Temperature

One‘ test ﬁorthy of description was the raidome

surface temperature test to 296°C. The radome was

- securely mounted with its axis vertical, pitot tubdbe

up., and the rip loaded with a side. force.
To one side a 1 meter metal cubical shaped box,
lined with 4 inch thick batts of asbestos insulation

on each of all 6 faces, was electrically heated to

about 300°C. The cube was metal 'on osnly 5 sides with

.no bottom other than the asbestos batting.

When the box reached temperature it was raised
over the radome aﬁd dropped so that the pitot tube
pierced the bottom asbestos batting, exposing the
radome 'to ihe-inte:na; 300°é tempefatu:e.

System performance was monitored via continuous

. measugrement of ' S-Band VSWR |£0t" the 300 qeconds.

SLBandlgas selected as Béinq most ttaqilé'and nearest
to the foam sﬁ;tace. |
6.3 Qualification Test Report

| A formal qualification test report was wiittgn

and forwarded to the cognizant governaent agency. It
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was subsequently approved.
Conies of this report may be obtained by inter-
ested parties having proper clcataﬁce and estabiished

need to know.

7.0 FUTURE IMPROVEMENTS
A pumber of improvements are blanned to'the 4
band radar augmentation lcﬁule as a result of service

and industcy feedback.

7.1 Polarjzation

To avoid the possibility of gain drop wvith tar-’

get roll to +45°* (e.g., irom slanﬁ linear polari-
zation), the polarizations for 'botﬁ L- and S-Bands
villlbe changed to circular polarization. |
7.2 lncreased Bandwidth |

To accommodate additional :adﬁis. ;he  S-Band

bandwidth will be increased from 6.7% to 21.5%.

The increased bandwidth required at X-Band of -

20.8% is aléeady available from the'exis;inq antenna

which b:ovides‘ cpntinuous' cove;aqe' from c- throuqh

X-Bands.
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Design and Error Analysis for the | o
WR10 Thermal Noise Standard o

William C. Daywitt
Electromagnetic Fields Division

National Bureau of Standards A

Boulder, Colorado 80303 o S

Mo

Abstract iz@

This note describes the design ard error analysis of a WR10 j:j{
thermal ncise power standard. The standard is designed to operate ;";
at the beiling poinf of liquid nitrogen with a noise temperature f%ﬁa
accurate to ¢t 1 K. g&fi
}&“ﬂ

k«-l

Key vords: antenna efficiency; diffraction; error qnqusis;

. mi11imeter wave; noise standard; plane-wave scattering matrix.

1. Introduction | o |

Over the past thnty years, the Electromagnetic Fields
Divisfon of the J:tionai Bureau of Standards (MBS) has bﬁiit a‘
number of .coaxial and waveguide noise‘sourcesl’a.qonsist1ng'of
single-mode;‘ uniform  transmission  lines 'termiﬁateq' in. ;;j%
refjection1ess loads. The accurécy of their calculated noise tem- ot
perétUres are typically 1% which. tends to degrade as the Operat1n§ K
frequency increases. Thé basic design is illustrated in fiqure 1 o 575
vwhere the termination and a portion of the transmission line are'

inmersed in a thermal :eserybir at temperature ' T,, with the
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reuaining portidn of the line leading to.the cutput connector.at
room temperature T,. The temperature distribution T, of the line
is also 11lustrated where the room-temperature portion of the line
has a Iength 2. Radfation: from the termination and the

d1ssipatfve losses of the 1ine result in a nofse temperature
Ty = Tg+aT (1)
where, for theifdealized distfibution shown,
.. 4} 2 (20w (T, - Ty, @

- The zttenuation coefficient a' refers to the line at T,, and the
equations {indicate that onjy that portion of the line contributes
to the excess (in excess of thermal equilibrium conditioﬁsi notse
temperatur§ AT. I

| The ,1argest source 'of‘ error 1in caléulating the noise

" temperature by eq (1) {s the attenuatfon 2a'f, which is usually
estiaatgd to an error varying frcm 10% tq‘zoz.' Hitﬁ this large an
error, it {s necessary to keep the attenuation small (to maintain

the error in Th less than 1%), implying either a small attenuation

coefficient a', a short transition 1éngth 1. or both; ,'In'the
microwave frequency range‘ahd beIow;-fhe attenuatfon can be kept

down with relatively simple engineering designs; but as the
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frequency increases into the millimeter-wave range, (his becomes
more of a prob1eu3. In this higher frequency range, surface
roughness also plays a . bigger ro]e‘, causing an additional

increase in the attenuation.

Hot or Cold Output -
Reservoir

‘ Connector '
r ' Terminating . ‘ ,
| J Load [

| [~ F | T
R —
| T 1 ?
| ‘ ,
1
| | P
I | |
l ! |
FET
| | |
8 .
T | . |
| !
1 !
o X

F1gur§ 1. Schematic diagram of a transui's#ion-]ihr type noise'
standard, ' _ o ' : ’

To circumvent the engineer*lng‘difficultfes._ it was d‘ecidéd to

“abandon the transmss_ion-liné type of nofse standard in favor of a
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' deSigﬁ incorporating a millimeter-wave horn.antenna “looking” at
an absorber of known temperature. The resulting antenna' noise
temperature {s close to the measured temperature Ty of the

~ absorber, with additional noise contributions from the dissipative
antenn2 losses, and from the antenna side and back lobes. This
type of noise source is not néw, but 1ts use as a primary
reference standard of high accuracy required the §uccessfu1
resolution of two previously unanswered questions: can a useful
expreésion for the nofse efficiency (defined in next section) of
the antenna with sourcés in {ts radiating near field® be found;
and can the error caused by'near-field excess radiation (in excess
of thermal-equilibrium conditions) enterinc. the side and back
lobes of the antenna be estimated:

‘The antenna nofse efficiensy derivation described in the next
section and in a previous noted s -based upon the plane-wave
scattering-matrix (PWSM) theory‘ of qntennas7. This efficiency,
because of reciprocity, reduces to the antenna radiation
efficiency. Howevgr, in contrast to the usual &efinitioﬁa of the
radiation effjciency. the PWM description reveals enougf! of the
structufe'of the efficiency to permit a detailed calculation and
‘e}ror ana1ysis' of ,1is lcgnithde. The PWM férmalisn 1s used
solely to derive'an expression for the antenna n@ise efficiency

and excess noise temperature with the cavity in the antenna |
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radiating near field, and to show how the efficiency can be
evaluated in terms of antenna far-field quantities. ,
Insights gleaned from the Unifors Theory of Diffraction
(UTD)9 are used® to eliminate the angle-dependent components of
the noise efficiency. The error ircurred from neglecting these
contributions to the efficiency is then estimated. The resfdu§1.
angle-independent part of the efficiency is estimated® by
substituting the rectangular waveguide"expression for the
absorption coefficient, changing the cross;sectional'dimensions to
conform to the {nterior d1mens1ons of the horn antenna. The
waveguide expression 1s used because of the ﬁonexistence of
pyramidal horn mode equatjons. An estimate of the error caused by
tﬁ!s substitution 1s also madeS. . |
Effects ofl surface roughness on dissipative 1loss are
revieweds, and aﬁ attempt is made to clarify some disagreements
'found in the literaturelo'll. A modified expression for the
;orresponding noise efficiency is then determined. ‘
" Due to more intense fields in the waveguide portion of the
horn, dissipative loss is greater there than in the horn flare.
| Consequently, the horn waveguide lead is made as short as possible
without 1ntroduc1ng "a significant amount of - higherfnode'
sontamination in the anteﬁna noise temﬁerature. fhe mi nimum
allowable length is detemineds along with an estimatelof the

error due to these higher modes.
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The UTD is used® to estimate the noise temperature error due’

to 'the cavity wall temperature being greater than the temperature
of the absorber, and to estimate the effect of multiple
reflections between the horn and rear cavity wall. An upper limit

to the magni tude of the excess cavity noise is determined, and (by

examining uﬂtiple reflections between the horn aperture and rear

cavity wall) separating the total excess noise into a sum of

excess antenna and cavity noises is justified.

2. Antenna noise efficiency and construction of the horn

The antenna noise temperature T, is determined from eq (1)

with a different excess noise temperatura AT than that given in eq
(2) fml' transmission-l1ine type noise standards. This 'new
correction temperaturé has the form

AT = (1 = a) (T, = Tp) (3)

for an ‘antenna inside a reflectionless, isothermal cavity. « is

the noise efficiency, Te 1s: the. physical temperature of the

antenna, and T, 1s the physical te’mper'ature of the cavity'. An

equation for the efficiency, when the cavity {s in the radiating

'near' field of the antenna, 1s derived by use’ of the antenna'

6

scattering matrix” and the Clausfus statement of the second law o'

themodynwcslzf The details of the derivation reveal that the
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i‘ . angle, and rE(r) 1s the E-field pattern. The prime refers to the
real (lossy) antenna, 'the unprimed quantities belonging to the
same antenna with no losses.
i Ideally, the pattern ratio in eq. (4) could be measured, or
y calculated from Maxwell's equations, but the measurement is too
: inaccurate to be useful and the,’_calculation s _prbhibitively
i
2 . 399
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cavity walls need not be strictly reflectionless, only that no
multiple ref’actions tzke place between the cavity and the antenna

(an {importa distinction that is utilized in constructing the
standard).

One '1n':erest'lng and useful feature that comes from the

derivation s that the efficiency is the same whether the

radiating sources (the cavity) are in the antenna near or far

»fiveld. This result allows the efficiency to be more easily
examined with far-field quantities. The result is

()12
e * == [ |==r=r
Qalr.E_;

Pn(Q)th (f)

In eq (4), 0, 1s the antenna solid angle, r is the radius vector

from the antenna aperture to the far-field point (r is the

magnitude), P,(Q) is the normalized power pattern where Q stands

for the ‘antenna pofinting angles, cblis‘_ the differentfal solid




difficult.  However, since most of the loss comes from the
waveguide and flare portions' of ‘the horns, the efficiency is
easily calculated ifvlosses frul thé remainder of the horn are
neglected. Fiéure 2 shows an isometric view of the horn designed
for the WR10 frequency band (75 éHz to 110 GHz) to take advantage

of this situatidn. Reflections from the waveguide-f1aré Junction,

Figure 2. lsometric view of the HRIO'hdrn'antenna.
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or throat, are minimized by joining fhe wavegdfdeAand flare with a
circu1ar'arc of sufficiently large rad1u513, beginning -at x; and
ending tangentially on the flared walls. A quarter-round (3
wavelength radius) matchiﬁg sectionl? at the aperture, in édditfon
| to a large aperture cross ‘sectionls, 'minimize the aperture
reflections. With multiple reflections fnterfor to the horn elim-
inated, a wave entering theé horn flare from the waveguide
maintains its TE;y-mode configuration out to the aperture. |

Before including the throat'taper and the aperture matching

section into the design, and after ;hoosing the E-plane aperture

16

dimension, Braun's equations'® were used to determine the other

aperture dimension and the flare angles and lengths to {insure

approximately equal E- and H-plane beam widths and a simple butt

joint at the waveguide-flare Jjunction. The waveguide length x;

was chosenS to minimize the effects of higher modes (generated by

radiation incident on the antenna from the cavity) on the antenna l

noise temperature. . Finally, a water Jjacket was included around
the waveguide-tproat region to maintain this high-loss area at a
constant known temperature. | |

" The calculated horn attenuation neglects the effect ofrsur-
face roughness on fhe 1osses,-pr¢dfct1ng a loss that {s 1gss than
| -the actual value. For an isotropically rough surface, the hdrn
attenuation coeffi;ient increases by a factor k; which"is

1ndepéndent of position inside the horn--depending only upon the

401

Crmceaca sca s R S S I B I R R e N R e R M B LR PN PR R RIS
v . . - Y . .~ B R .




roughness of the surface and the cperating frequency. Furthermorg,
it is reasénable to assume that K {s independent of temperaturg.
These considerations imply that K can be determined by comparing
the measured and calculated (assuming no surface _roughness)
attenuition for a waveguide section with the §ame surface rough-

ness as the horn. A picture of the horn with the four waveguide

sections and quarter-wave short (94.5 GHz) used to determine K is

shown in figure 3. The horn was constructgdt by machining a

stéin]ess-steel mandril to the interior horn dimensions, flashing

it with gold, and electroforming copper on top of the goid. After

Figure 3. HRlO horn antenna, waveguide sections, and
quarter-wave short,
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electroforming and machining, the mandril was removed, leaving the
horn shown in the figure. The process was repeated to produce the
four waveguide §ections with the same {nterfor surface roughness
5 the horn. Then, after determining K for the waveguide section,

the efficiency of the horn was calculated from

= e-zxfa'dl (5)

where the attenuation coefficient a' is a function of the dimen-

. sions and temperature of the horn at position z along the horn ,

axis®. The fntegral 1s performed over the Iength of the horn.

Figures 4, 5, anc 6 show the results of the calculations with
K = 1. ‘The attenuation coefficient a' for 75 GHz and 110 GHz is
plotted as a functfon of 2 along the horn axis, with the waveguide

flange of the horn.at the origin. The waveguide portion of the

horn extends from z = 0 to z = 0.31, where the transition to the .

| f)are starts. The aperture and the beginning of the quarter-round

‘matching sections are at 2z = 7.0, and the watef jacket.éxfends

from the f1angé to. z = 3.6. Figure 5 shuws the total horn

attenuation (the eprnent of eq (5) with K = 1) as a function of

 frequency. léading to the excess noise tempefature shown in figure
. _ _
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" 3. Construction and operation of the cavity .
An ass=m61y drawing of thg‘HRIO nofse stancdard is shown in
figure 7. -The horn antenna is suspended at the top of the cavity
by a‘yoke (items 18A and 18B) that attaches it to a flexible,
bery111um-copper membrane (17) which fits loosely in a holder (7)

- that ailows approximately 8 mm side motion. This moticn, with the

flexibility of the membrane, permits the horn waveguide flange\to
be connected to a radiom:ter withouf supporting the weight of the
entire standard, greatly reducing problems associated with flange
misalignment. The cavi*y consists of tﬁe yoke and membrane, the
silicon-carbide absorber (13), and the load holder (14). The
insi de cavity. walls are polished and gold flashed ;o reduce
thermal radfatfon from their surfaces. Two radiation shieIds (e6C,
6E) help reduce the amount of external radiation entering the

cavity. The bottom portion of the cavity is immersed in liquid

nitrogen, allowing the liquid td'Ieak tnrough thé bottom of the

holder and be'absorbed ty the silicon carbide.. The liquid level
is mair.ained between the maximum and minimum levels shown in the

'figure. Millimeter-wave absorber (16) 1s 1nsertéd'between'the

bottom of the load holder and the vacuum flask (12) to absort.

'radiation entering the flask from outside the standard. 3v using
this absorber, - the radiation temperature17 of the radiation

entering thé cavity from the flask area is reduced from
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approximately 300 K to 2 K above the boiling temperature (77 K) of
the liquia. Once the fTAsk is filled to the maximum level, it
takes approximately seveu hours for the liquid to boil down to the
minimm usable level. Figure 8'15 a photograph of the completed
assembly.

The silicon-carbide absorbér was manufactured from |
commercially available grinding-wheel stock (Qrad P, grit (320,
vitrified bond, silicon 'carbide)' by. cutting the stock into
rectangular shapes'and sharpening the ends. The pieces were then,
fastened together and the assembly grourd to form the cylindrical

~ shape §hown in figure 9. When inserted in the holder (fig. 10),
the cohesive action between the silicon-carbide particles and the
1iquid nitrogen draws the liquid up into the wedges, allowing the
liquid to boil off on the wedge surfaces. Hith this technique.
the temperature of the radiating surface of the absorber 1{s |

Vmaintained at the bofl-off temperature of the Iiquid nitrogen to
within 0.2 K, fndependent of the level of the 1iquid in the flask.

4. Results. errors, and conclusions _
Equations (1), (3), and (S) are used to calculate the noise

terperature T, of the standard, where T, {1s the measured

ébsorber, To-'fs the temperature of the horn antenna (room

temperature), a is the nofse efficiency of the horn, K is the

.....................

' temperature (liquid nitrogen boil-off 'temperuture)_ of the
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roughness factor, and a' is the absorption coefficient at position
z along the horn axis. Six possible'sources of error accompany
the use of these equations: (i) higher-mode contamination of the
noise temperature, (i{) multfplé reflections between ihe horn and
rear cavity wall, (1j1) wall temperatures greater than the
absorber temperature, ({v) uncertainty in Tps (V) uncertainty in
Ty» and (vi) uncertainties in the noise efficiency. These sources
of error are discussed be]bu and suqnarized in table_l along with
the resulting errcors they produce 11; the output ;101 se tempe'rature.

" The length of the vaveguide'portion of the horn was chosen td

adequately filter out the higher waveguide modes generated in the
horn flare by radfation from the cavity incident on the horn. The

calculatidns6

show, that for 0.31 cm, the residual contamination
amounts to no more than + 0.12% of the nofse temperature.

Multiple ref1e§tions'betueen the back wall of the cavity and
the horn affect both thé validity and magnitude of the correction |

noise temperature in eq (3). Calculations®

show the discrepancy
in. the magnitude’ to .be 1nsignificant, {ndicating that the
‘assUMption of a'reflectionfess cavity in the |derivation of eq (3) .
leads to no larger an error than - 0.05%.
'I The temperature of the caQity baék*and side walls varies from
room temperature at the top 6f the cgvity (fig. 7) to Tiqdid- .
'nitrogen‘temperature where the side wall meets the ébsorber. The

elevated wall temperatures cause the noise temperature to be in
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excess of the load temperature T,. The resulting error® is no.
larger than - 0.10%.
The temperature of the absorber wedges was found to be within
0.1 X (the axperimental error) of the liquid-nitrogen boil-off
temperature (which was measured with the séme thermocouple). When
the standard is in use, the absorber temperature is &etermined'by
reading the atmospheric p}essure (t 1 mm Hg) off a prgcision}
bar@neter ahd converting to the boil-off temperature (t 0.14 K)
via 'standard vapor-pressure equationsls. Care was taken in
constructing tﬁe standard to insure a positive f1ux of nitrogen
boil-bff gas from the encloshre, preventing contamination of the
liquid nitrogen'by‘atmospheric gasses, and allowing the equations
to be used to an assumed accuracy of 0.02 K. Tﬁe total error
(0.26 K) in measuring the absorber temperafure is the sum of thg§e
three errors. This causes an error of less than 0.34% in the
. noise temperature.

, The temperature of the hotn} reduced slightly by cooling from
the liquid-nitrogen boil-off gas,'is determined'by birculating
roon—temperature water throuéh the water jacket (fig. 2). Thel

'water'tepperature 1s‘measured before'eﬁtefing'the7hofn by use of a
i precision (¢ 1 K) mercury theﬁmometer. and the temperature of the
high-ldss portions 6f‘the horh is depressed no more thén 1. by

tﬁevbofl-off gas. The horn temperature erfor is, therefore, no
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larger than 2 K, causing an error of less than 0.02% in the noise

temperature.

LN P SR, T .

Errors in the noise efficiency fall into two cIasSes: errors

due ‘to the apprdxiuht!bns leading to eq_(S), and errors due to

LI DR, ot it I )

uncertainties in thé parameters used in the.equation, The first
class contains an error due to neglecting dissipative horn losses ‘ :

beyond the apertures, resulting in a noise temperature efror less

than a negativé 0.01%; and an error due to the nonexistence qf’ _
eﬁuations describing pyramidal horn fields® reéultihg in an error E
no larger ~than 0.013%. The parametric ;errors Qre due to ) i
uncertainties (z 0.0025 ém) in the iﬁternal*horn &fmension;, in

the slope versus tenperatufe curve for the dc resistivity of the '
horn walls (t 5%), and in the roughness faCfor K. The ffrst two i

result in noise-temperature errors of less fhan 0.01% and 0.062,

P G

respectively.

The roughness factor at 297 K was determined by comparing the

measured and calculated values of attenuation for the waveguide

se.tions shown 1in ffgure 3. Errors in the roughness factor are

. e g g

due to - errors (i 0.0012 cm) 1in the measured dimensions of the
waveguide Sectioﬁs, and uncertainties gssoc{ated with.thé'six-port'“
miliimeter-wave system!? used to measure ' the attenuatiqp. The
- roughness factor was determined to be 1.14 (¢ 0.05) at 94.S'GHz.

wit: an error no larger than 0.06% in the nbiée temperature.
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The sum of errors in table 1 fur the noise-temperature output
of the noise standard is within 1%, showing that it is possible to
construct a precision horn/abscrber type of standard, and, thus,
eliminate the  engineering problems mentioned 1in  the
introduction. Furthermore, this type of standard can be easily
duplicated at the higher millimeter-wave bands.

Calculations using the UTD show that, {f the .yoke and
membrane (items 17, 18A, and 188 in fig. 7) are removed from the
standard, the noise femperatﬁre increases by .approximately 0.7%.
If, in addition, . the aberture-matching quarter-rounds (the curved
sections on the horn aperture in figi 2) are removed from the
norn, this figure increéses from 0.7% to approximately 3%.

Therefore, the yoke and' membrane 4are needed to insure an

accurately known noise temperatqre.

Figure iO. Top view of the cavity.
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' CONSTRAINED OVERLAPPING FEED ARRAYS FOR CONTIGUOUS

CONTOUR BEAM REFLECTOR ANTENNAS*

V. Galindc-Israel, Y. Rahmat-Samii, w.‘Imbriale
Jet Propulsion Laboratory, Caiifornia Iﬁsti;utq of Technology
Pasadena, CA 91109
H. Cohén, R. Cagnon
'TRW Systems

Redondo Beach, CA 90278

Abstract:
Contour beam aniennas with contiguous beams generally utilize
frequency and/or polarization discrimination between the adjacent

beams for isolation purposes. When polariza‘.ion discrimination

is not possible and the frequency separation between channels is

small, isolation between the adjacent beam feed ports can be

achieved with a -3 dB loss in the overlapping feeds. An alterna-

*. S o ot r

o « IR
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tive to this approéch, with less loss C~O;5 dB),‘may be achieved

by 'constraining' overlapping feed radiating elements which serve

oo mve
Lo AP
°,

both contigudus beams. If the number of constrained feeds N, is

s A
o

*The researcﬂ described in this paper was carried out in part by

P
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. the Jet Propulsion Laboratory, California Institute of Technology

e

under contrdct with the National Aeronautics and Space Adminis-

tration, and by TRW Systems.
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equal to").P (P an integér), then physical realization of the power
dividing network is straightforward. '
1. INTRODUCTION

Contour beam antennas with very closélor contiguous beamé
e-derally utiiize freqqency and/or polarizaﬁion discrimination
bétween the adjacent beams for isolation purpoées. In some situa-
tions where polariiation diécripinatiun is not possible and the
frequency separation between channels is small, isolation Between
the adjacent beam'feed"ports can be'achieved with a -3 dB loss in
the overlapping feeds. An alternative to this approach, with less
loss (~0.5 dB),;may be achieved by 'constraiﬁing' overlapping fe;d
radiating elements which serve b;th contiguous beams. '

The feed array elements radiating into a particular contour
beam are excited. with relative compiex coefficients determined by,
an optimization brocedure.l. This procedure finds a 'best' fit to
the contour beam éccording to a predetermined ' ost function'

. which definequuahtitatively what s meant by 'best' fit. Gener-
ally. if M feed elemengs exiét, there are ZM.(M amplitu&es and M
phases) real degrees of freedom to 'fit' the 'best' confcut beam.
if N feeds (and beams) overlap, then (ZM - 2N + Z):degrees of ~
freedom can pe used‘instéad with no powér distriﬁufion (Ohmic}
loss in the isolation of the“twojfeed ports fer each beam.A The

constraining of the N feeds to only'Z degrees of freedom (1l ampli-

tude and 1 relative phase) permits no power distribution loss,
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but it does lead to a slightly inferior pair of confdur»é =
1f the number of constrained feeds’N, is equal to 2P (P an inte-
‘ger), then physical realization of the power dividing network is:
straightfbrward. "Applications to direct broadcast satellité an-
tennas for the United States, Alaska, and Hawaili demonstrate
about a 0.5 dB average loss in gain over the regiﬁn of the
slightly deteriorated corntour. |

In thi; paper, we wi;l demonstrate this method by the example
of a single polarization DBS (direct broadcast satellite) ahﬁenna
design. This design utiiizes an array of feeds radiating iﬁto a
paraboloid to produce time zone contour beams over the U.S.
2. DIRECT BROADCAST SATELLITE OVERVIEW

An overview of the direct broadcast satellite objectives,
should help to clarify how the‘;hoices of parameters for the an-
tenna deéign were made.

In Figure 1, we observe the geheral objectiveé of the system.
A DBS sateliite in equatériél'synchroqous orbit‘supglies a down-
link tc all recéivers in a'broad geographical are; ;t about 12.5
GHz. The uplink, at about 17.7 GHz, supplies the satellite with
communicatidns; television. inforﬁatién, ite. Tﬁe'.hplink trans-
mitters may be locatedkat one or more‘isqlated 1dc;;ion§'as indi~
catedf We will consider an Albuquerque lécationf' ' |

The satellite DBS éntenna is therefore required to supply .

coverage for several contoured areas at 12.5 GHz, and it 1is

’
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regiiired to supply penéil or spot béams at.one cr more locations
at 7.7 GHz.

‘Typical continental Unitzd States (CONUS) coverage 'contoured'
regions are shown in Figure 2. The Alaska and Hawati spot
beams are considered part of the Pacific.time zone (PTZ), while
Puerto Rico 1is part of the Eastern tire zone (ETZ). The Central
time zone (CTZ) genera}ly will ve 1illuminiced simu}tagggggll with
the ETZ. The Mountain time zone’(HTZ) will generally be illumi-
nated simultaneously with the PTZ.

A single antenna design is to be used for all four zones.

The ETZ and CTZ vill be illuminated when the sétellite is located

at 101° W. longitude. The MTZ and PTZ are illuminated when the
satellite is at 157; W. longitude. A single paraboloid reflecfor
desiénlis to be used for all four zcnes.

The time zone regioné illustrated in Figure 2 are only approx-
imated. Specificagions »f gain ?equired is actually given for a

set of specific locations or cities within a given time zone.

- However, {t 1is required that the gain coverage supplied by-the

1

‘antenna uillyvaryvsmoothly between cities in a given time zone.

In order to {mprove the gain within a time zone and the iso-~

MIaiiqn between the contiguous time zones, the gain coverage is

expected to drop off és'sharply as possible outside of the time

zone.,
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The actual variation of gain that is desired over a particular
zoue, for example the ETZ, will depend on two principle factors -
the rainfall attenuation (statistically) in the local’(ci:y) re~
gion and the required diameter or ggin of the ground receiving
antennas. Generally, 1£ is desired to keep the receiving ground
antennas as small and inexpensive as possible since large numbers
are expected to be instalied.

Figure 3 illustrates some sf the above considerations for a
list of cities in the ETZ. The variation ig‘required gain (of
the satellite antenna) over the ETZ, i.e., the AEIRP (dB), is
shown for two cases - 1) a constant diameter ground station of
0.9 meter, and 25 three possible diameters adjustable for each
position. A lower and more constant gain correction is required
iflwe permit larger (0.9 meter) ground antennas in those areas
with greater rainfall.

A brief study of the effect of the diamgter of the spacecraft
antenna on ground coverage was also made. If the sp;ceétaf: an-
tenna diameter is larger, with resulting smaller beamwidths f&r
the penéil beams which will ultimately comprise the contpured
beam.l the rcsolﬁtién‘of.the'contpur beaQ Should"gé“ffﬁéf; Ulei-
mately, thé contour beam will have zero gain outside the pre-
scribed region (ETZIfof example) and the fdeal maximum gain with-

in the contour. However, aa'pencil beams are scanned away from

the optical boresight of a reflector antenna, the shape, gain,




.s1delobe levels, and polarization characteristics deteriorate.

The deterioration increases with an increasing number of beam-
widths scanned‘éway from boresight. Hence, we would expect that

the performance of a contour beam antenna utilizing an array feed

_ generating coherent pencil beams would in fact have a peak or

optimum performancé diameter.

Our tests for results versus diameter were limited to three
diamete;s as illustrated in Figure 4. The more difficult ETZ was
used as a test case. A different 'optimizea' feed iayuut was
chosen for each casé, that is, each larger diameter had a feed
array with mcre feeds or pencil beams composing th; ETZ. The

gain delta quantity in the figure is
Gain Delta = Gain (Actual) - GC (Gain Correction)

Thus we desire a uniform gain delta of maximum value as an opti-

mum result.

We observe, in Figure 4, that not all cities have monotoni-
cally increasing gain de'tas with increasing spacecraft antenga
diameter. In fact, the increase of gain'deita is negative for
some cities when the diameter is increased. There are more such
negative. increases when the diémetéf 1§'increased from 2.44 meters
to 2.7 meégré than‘when'it is incrcased from 2.2 metaers to 2.44

meters. An optimum diameter may thus be less than 2.7 metér;lr
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These tests were.made with beams overlapping at -3 dB and at
-4 dB. Generally, a -4 dB overlap will yielé the smoothest varia-
tion of gain &elta within the contour for a triangular lattice of
beams. vThe use of a -3 dB crossover does oécasionally permit a
better layout of beams to fit the coﬁtour with minimum spillover
- outside the,coﬁtour. Figure 5 summarizes some results for Both
beam overlap values and three different refleéto: diaﬁeters for
the spacecraft antenna.
3. THE REFLECTOR AND FESD DESIGN

The actual reflector and array feed léyout that was chosen
-for the design was done so with consideration of several addi-
‘tional constraints.

The use of the Intelsat V masterdie, for cost savings pur-
péses, led the chosen reflector diameter to be 2.438 meters or
- about 101 wavelengths. Wifh the master'die and shroud restric-
tions, thé final offset paraboloid chosen is that depicted in°
Figure 6. The expected feed array is optically clear of the pvo-
- jected aperture of the reflector. for all beam scan positionn;

fhe feed‘arrgy must now bé désigﬁed with the following con-
siderarions. .The ETZ and CTZ will be illuminated from the satel-
‘lite positioned at 101°W. Longithe. The MTZ and PTZ are to be
illuminatedffroml157° W. Longitude. Albuquerq;e. Qithin the MTZ,
is to be used as the source fér the 17.7 Gﬁz‘uplink; Most .sig-

nificantly, a single sense ofbpolarization is to be used for all
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zones. Finally, the maximum géin possiblz: is to be obtained at
a prescribed set of locgtions in each zone subject to a prescribed
gain correction (see previoué section) var;ation at each location.

Tﬁpical of the gain correction requicinents is that set of
corrections for the ETZ depicte& in Figure 7. With the eXception'
of Puerto Rico, the gain is desired to'vary by about 1.8 dB over
the contour. These gain correction values are inserted into a
'cost function' for the Mini-Max computer program1 which optimizes
the excitation coefficients of the feed a?ray.

The Qlané of the feed array for each pair of time zones is
shown in Figure 6. Iﬁe normal to fhe feed plane points to the
center of the projectéd aperture oflthe reflector. This direction
is little different than the angular bisecior tuat is frequently
used. It has been shown that this feed array direction is ap-
proximately optimum £qr small displacements of the feed élements
from the focal point.z

The final feed layout 'chosen is showﬁ in Figure 8. The;é are
a number of significanf characteristicé to observe. |

a) ThelEast/Centtal (E/C) beams are configured'to the‘;eft
of the>Mounéain/Pacific'(M/P) beams,so‘as td approximatelyfmini-
mizg displacement of a feed element from the focal point (parti-

' cularly fof Alaska and Hawaii). Thig minimi;es the worsﬁ'éase
beam dis:ortion. The cﬁosen boresight axis_indi;ated on the fig-

ure is chosen with this in mind.
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b) A -4 dB ﬂeam crossover is chosen for the E/C beams siﬁce
this crossover can Be shown to give approximately the smoothest
gain surface in a triangular beam configuration. .A -3 dB beam

.crossove; is chosen for the M/P zones, however, since these two
zoneé can be seen to be long and narrow (as vieweq from synchro-
nqué ortit) relative to‘the beamwidths available. The -4 dB beam
width crossovers thus would lead to greater spillover for ;he M/p
zones. Furthermore, the -3 dB crossover for the M/P zones }eads
to a single beam overlaying Albuquerque (part of the Mountain
beam configuration).

c) Note that there is a '"line' of feeds for the E/C zones
which is common'to both zones. Similarly, thete is a '"line' of
feeds for the M/P zones which is common to both zomes. It is a
severe constraint on tpe beam layout to cénfigure these 'lines’
of feeds such that there is a minimum spiilover beyond the bor-
ders of each zone. This ;onstraint is all the more critical since
only one polarization is used for al; four zones.

d) The‘fact that a single polarization is used and that there

. ‘ is a 'line' of overlapping feeds iu cach pair of time zones re- |

‘quires that the eed elements in these 'lines' of feeds be féd as
one element. In ot;ez words, their relative phase and amplitude.
havé only two degreeé of freedom (éne amplitude and one phase)
éveﬁ though several feeds are ;nvolved. In thé-E/C arr;y, tﬁere

are four overlapped feeds so that their complex rélaciQe
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excitations must be (for orthogonality); Amp (Phase):‘
1 (67.5 deg), 1 (22.5 deg), 1 (-22.5 deg), 1 (~67.5 deg).

For the M/P zones there are five overlapped feeds so that their

‘relative excitations must be:
1 (72 deg), 1 (36 deg), 1 (0 deg), 1 .(-36 deg), 1 (-72 deg).

Although other possibilities do exist, these relative values were
found to be‘oftimum‘since the constraihedb'linear' a-rray3 placeé
a 'linear' beam in an approximately useful location on the CONUS
map.

In Figure 8, we note that the 'optimization points' are speci-
fied by crosses and ;riangles (triangles for ETZ and PTZ, crosses
for CTZ and MTZ). A triangle désignateé thellocation of Albu-
querque within the MTZ. It is useful to have Albuqueraue, the
17.7 GHz uﬁ link, approximately centered Qithin the pencil beam
of a feed. This co#siderably fécilitates.tﬁe design of_only one
12.5/17.7 GHz coaxial feed.

Whiie it is possible to use geeds of diffefent sizes, we have
found it best to'usg a fixéd1whutfminimum‘diameter. feéa size.fot
maximum fiexibility in laying out a feed arréy to cover'the vari-
. ous contouvs. The E/CIaFta§ and M/P arrays are tilted indepen=

dently to best fit each contour.
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The constrained iine of feeds for E/C and for M/P shown in
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Figure 8, are placed in the layout so that there are a mininum
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number of such feeds. As stated in the introduction, we lose
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(2N-2) degrees of freedom in obtaining the optimuﬁ feed excita-~
" tion if we have N'overlapping féeds. It should be added that the
location of the required optimizaiion points (cities) within each
zone precludes the possibiliti of having no overlapped beams in
the design.
Somé optimization points, other than those inifially‘speci-

fied, are needed anu added so as to insure a smooth gain function

e i MR T A R o~
X 'ﬁﬁb.uut-rq'nﬂff,pyf I

over the contour. They are not depictea in Figure 8. The'gain
correction fo? éuch poinicz is found by interpnlation. One such
point, for example, is the eastern tip of Cape Cod, Massachusetts. -
4. THE OPTIMIZATION PROCEDUFRE AND CONTOUR PLOT RESULTS

The far-field patta.n of the feed array and offset reflector e

o oo w
A v .
. " .«
.ot PR

is found with a Jaccbi-Bessel (JR) computer program. The JB

series coefficients for each feed is computed'with a unit excita-

1Ty
[ A

v

tion coefficient. The fieid at all optimization points is then

computed. A 'cost function' is then devised which requires that :S
the optimization point with the minigﬁm gain delta be maximized %:
(the Mini-Max ﬁtocedure). VariouS'addition;l constréiﬁts can be E;
placed onn tbe cost-function. 5;

For example, we hay require that the overlapping feeds of %:
'Figuré 8 be excited with a brescribeﬂ relative excitation as <o
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discussed early. Other possibilities include: ﬁg

a) amplitude only is permitted to vary, zf

b) phase only is permitted to very, ' &}

;_-;7

c) either amplitude or phase or both are allowed to vary only - . QS

over discrete steps.

A
s
AP

We allowed continuous variation for phase and amplitude.

A
‘ot o

Another possibility is to constrain the overlapping feeds

e fu e M
o

l .

with an amplitude taper in place of the equal amplitude excita- i
. &z
tion which we have chosen (see last section). While it is possi- :ﬁ
ble to do this, it is not possible to design a powerbdistribution ' fi
[ '-l

network to do this without loss.3

‘The feed excitation coefficients were optimized1 for maximum

RTEI
e

e
W

gain delta (with gain correction included) over each time zore

,,., _
PSS
ot
!

A

under two conditions;

+a) with no relative constraints between the overlapped fecds,

PR
EA PN

Y

b) with the relative amplitude and phase constraint imposed

on the overlapped feeds.

G ) A

All feed element excitations were allowed to vary in amplitude

and phase (except where constrained). Circular polarization ﬁas :
' A

used. , ‘ . . v FT
| o

Figuré'9 illustrates the results for the Eastern time zone.
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In Figure 9a, the resultant contour plot with the constrained
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'line’ of ovgrlapped feeds is presented. In Figure 9b, the cor-

: regponding result with the uhconscrained }line‘,of feeds is

AR b

o 10
t 2

430

Y
¥ »

!

v e
PN
L

- -
v
a's e

&

e N AR IR R B L SR N Y Y A T, Py A 8 L e NNy e e




presented. Note that the unconstrained array gives a better fit

I T IR
4 .

to the zone. There is clearly more spillover for the constrained ,:;51
X "_._7:1 +
A
result. In fact, the worst gain location for the comstrained RRCeE
el

.
.
’,

results is as much as 1 dB worse than the worst gain location

.'.!..
i

(not necessarily the same location) for the unconstrained results.

LR
PR

This difference of between 0.5 to 1 dB between the ccnstrained '
and the uncénstraine& results waS'faiyly consistent for most of
the time zones. Figures 10, 11, and 12 present similar results' f

for the Central, M&untain, and Pacific zones.
| Alaska, Puerto Rico, and Hawaii are illuminatéd by spot
beams. The gain results in Figures 9-12 include the spot beamsv“
as well as the gain correction considerations discussed earlier;i
The gain correction imposed varies depending on specific location
from -2.1 to +0.5 dB (excapt for Puerto Bico which is ailowed a |
-5.0 dB gain correction).

The spacing between ear cbntour line in Figures 9-12 is one
dB, except Selow'-35 dB where the spaéing is 5 dB. The =35 dB

contour line is drawn more darkly. Note that the gain droﬁs vefy

' shétply outside this contoar. The -35 dB contour therefore ap-
proximately delineates the outside shape of the gain paftern. ' -
‘Within the COnton, the géximum point(s)lis'indicated by a |
heavy cross. Note that a g;in yariation is desired gecaus; of

the specified gain correction values.

[
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The difference between the constrained and the unconstrained
results in the MIZ and PTZ contour patterns is ﬁuch less than that
for the ETZ and CTZ (see Figures 1l and 12). This can be ex-
plained by the fact that the constrained feeds radiate a team
which fits approximately into the desired contours.

| These results are summarized in Figures 13 and 14. Note that
these figures present worst case gain delta (Figure 13) and worst
case gain'(actual gain - Figure 14).  The beamé for the M/P re-
gion have a ~3 dB overlap as discussed earlier,, while the E/C
region has a -4 dB beam overlap. Also, the M/P region is 11lumi-
" nated from a satellite location at -157° (157° W), while the E/C
fegiqn is 1lluminated from -101°.

The worst case gain:delta values for the constrained excita-
tion cases fall from about 0.1 dB to 0.9 dB below those for the
conétrained.case; The severest dropvoccurs for the ETZ, which'is
the most complex shaped contour. Since it is the gain delta which
is optimized by the Mini-Max computer'program, the worst case. |
actual gain shown in Figure 14 could have a better éonstrained_
result than unconstrained result depending upon tﬁe gain correc-
‘tion value for thé particular worst case gain geographicaI'
location. | | |

In Figureé 15 through 18, we preseqt the actual final complex
excitation coefficients fbr each feed array - ETZ, CTZ, etc.

The excitations are presentea both for the constrained and the
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unconstrained cases. The [eed locations are presented relative
to boresight location in the plane of the feed array (therefore

Z = 0. for all feads)., The feed numbers relate to beam numbers

. showr: in Figure 8.

The relative amplitudes and phases of the four constrained

feeds in the ETZ, for example, are fixed. The overall phase and

amplitude are allowed to'vary in the optimization algorithm. In
other words, two degrees of freedom exist for the eight parame-
ters-(four feeds). It is interesting to note that all excitation
coefficients of the unconstrained array differ from the con-
strained array for the ETZ. This difference is not quite as
sharp for the CTZ (Figﬁre 16), and less so for the MTZ anleTZ
excitation coefficient results (Figures 17 and'18); .This appears
consistent with the graphical résults presented in .Figures 9

through 12, and with the worst case results presented in Figures

13 énd 14. The differences between the constrained and uncon-

strained results is greatest for the ETZ and, secoﬁdly, for the

CTZ. ,This is reflected in the result that all excitation coeffi-

cients changed‘markedlx between the constrained and unconstrained
situations for'the ETZ. | |
5. ‘THE POWER DISTRIBUTION NETWORKS

A Although Ehis study required no hardware constfuction.'physi—

cal reaiizability was an important consideration.

e




With a set of beams overlapping for the E/C and M/P regions,
the power distributioh networks for ETZ input and CTZ inputs must
be isolated; and, likewise, tﬁe power inputs to the MIZ and the
PTZ inputs muét be isolated.

While therg is sufficient separation between thé frequency
communicafion channels for the ground station receivers to dis—‘
tinguiéh the channels, we have the restriction that the frequency
charnels are too close for the microwave circuitry to distinguish
channels (without adding véry exéensive and heavy filtering
equipment).

In the unconsttainéd case, we allow the.adjacent zones, for
example ETZ and CTZ, to be illuminated by orthogonal polarizations.
In this case, the inputs to the two zones can be isolated, at one
frequency,vby utilization of an orthomode transducer (or equiva-‘
lent) circuitry as shown in Figure lé. |

For the constrained feeds, a diéferent network is required
because in this case we musg not assume that the ETZ and CTZ (for
example) are illuminated by orthogonal polarizations. Hence bothv
the frequency and the polarization for the ETZ and the CTZ are
assuﬁed ldentjcal. As shown in Figure 20, an 'éverlaﬁped féeds
network' mist be developed which will isoléte the 'C' (CTZ) input
from the 'E' (ETZ) poﬁet input_ports;

We prefer that this isolation be accomplished.without less.

It éppears tﬁat two choices are available:
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1) Suffer a -3 dB loss for the four beams/feeds that are
overlapped in the E/C region, but thereby allow eight degress of
freedom in the fOur‘complex excitation coefficients. Thislis
simply accomplished by using a m;gic tee (or equivalent) and dis-
sipating tﬁe power into the 'matched dissipative lcad' for both
the 'C' and 'E' inputs.

2) vCéﬁstrain the relative aﬁplitudes and phases of the over-
lapped feers to prescribéd values sc that no energy is lost.

We shculd note that méthod (1) above ma2y be preferable to
method (2) for the ETZ/CTZ since the ETZ,-par;icularlf, suffers
moderate loss in gain due to the constrainéd excitation coeffi-
cients. Furth;rmore, a -3 dB loss in only four out éf 17 (ETZ) or
16 (CTZ) feeds does not necessarily imply a greater overall loss
in gain delta than that obtained by constraining the excitation of
fhe four feeds. Omn the.other hand, there are 5 constrained feeds
out of 19‘fe¢ds (MTZ) and 6niy 14 (PTZ) which will suffer a =3 dB
"loss for these fwo ;egions._'Since the constrained excitation

-———results for these two régions fM/P) do not 'seem to suffer greatly
relative to tﬁe unconstrained results (see Fiéures 11, 22, and
.13), method (2)_aBove‘appears attrgctive'for this pair of regions.

When.we cons;rain the relgtive excitationlof the linearly
aligned cdnétr;inea feeds (see Figure 8), we arg in effect con-
structing a linear array. 1In a sense, Qe want ;wé isolated inputs

'to escite this linear array. A method for dqiﬂg this which will
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also result in two ‘orthogonal’ baaps radiated by this array is

discussed in reférencél3; Forrthe four feed (E/C) cése, we can

obtainlgggl igolated iﬁputs and fout'output‘beams. We need only
two isolated inputs and four outht-Beams.

In Figure 21 we illustfa;e this;po&er disttibutioﬁ network
for the four constrained £eeds §f ;he E/C region. The network
makes use of hybrid couple}s; -Each isolated 'be;m_p"rt'lin the
figure (A, B, C, and D)_generates an ﬁrtﬁogonal beam. Since we
need only two isolaéed ﬁortS.(oge for the ETZ and onc for ihe CTZ

Iin this case), we have cho;én éhé two ports with conjugate phases
and beams stee:eé a'minimuu from broadside. One port excités the’

ETZ while thie other excites the CTZ for this case.  As discussed °

earlier,'this'atrangement requires equal amplitude excitation of

all four feeds. Shelton énd Kelleher (reference 3) have shown
fﬁ , that a lossy network is required for obtaining an unequal ampli-
tude excitation cf the four output (feed or beam) ports.

The 'lossless' four port hybrid coupler operation is depicted

3 ' . 1in Figure 22. There are other physically realizable methcds of

‘consgtructing such a hybrid in stripline or waveguide.

L - : F 4
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RAINFALL CONSTANT 0.9 M DISH | VARIABLE DISH (0.6, Q.75. 3.9 M)
ATTENUATION d8)

cry Q. 2%) AEIRP (48} VISH SIZE M} AEIRP W8
MIAMI, FLORIDA 42 a0 a9 a0
TAMPA, FLORIDA 40 2 .9 4.2
TALLAHASSEE, FLORIDA 40 9.2 a9 a4z
PENSACOLA, FLORIDA 38 .4 0.9 4
BIRMINGHA 4, ALABAMA 36 47 n9 ar’
NASHVILLE, TENNESSEE 25 -L9 ar “{é
INDIANAPOLIS, WDIANA Lé 3.0 06 a0
DETROIT, MICHIGAN LS 3.1 e 00
BUFFALO, NEW YORK L7 -8 a6 Q3
MASSENA | NEW YORK L5 3.0 e .2
CARIBOU, MAINE L1 3.4 a6 3
BOSTON, MASSACHUSETTS 20 -5 o6 0.3
ATUANTIC CITY, NEW ERSEY L9 -5 .Y ) 05
PORTSMOUTH, NORTH CAROLINA 29 -L3 ars a0
CHARLESTON, SOUTH CAROLINA 3.9 4.2 ey 2
JACKSONVILLE, FLORIDA 41 <4l a9 Al

Required EIRP Variation - Eastern Service Area

Figure 3.
Ty GAIN OELTA { GAIN DELTA | GAIN DELTA | 4 GAIN DELTA A GAIN DELTA
22Md8) (243840} (27 Mide) |24 M- 22 W4B)| 27 M ~ 2438 M (dB)
M1AMY nn .0 304 0.70 1.0
TAMPA »nD xns 37.18 053 o2
TALLAHASSEE 38.90 v nm ~0.04 L
MOBILE - W32 xnes 718 0.54 o2e
BIRMNGHAM 30 x4 3747 203 | ~0.9¢
NASHVILLE . %3 N, n.as 1.56 -on
INDIANAPOLIS 378 3000 3758 e —0.41
DETROIT »32 37.08 n20 134 -0.48
BUFFALO nes 20 . 3738 154 -1.08
MASSENA 3.8 %, 14 -0.2¢ 1.2¢
CARIBOU % Ne 3.08 c.54 b B3]
BOSTON 38.02 %12 ».18 010 1.03
ATLANTIC CITY 37.98 7.0¢ ~0.11 144
NEWBERN . 383 .87 37.18(0) © 058 [¥. ]
CHARLESTON, $.C. 37.87 »n2 N 1.58 -1.58
JACKSONVILLE .29 n2 nrs 153 -1.07
NEW YORK e 233 .10 114 -
CLEVELAND 3744 »02 .00 o.58 0.0¢
WASHINGTON n.w 3013 ne 1.4 -0.32
PITTSBURGH nn- n84 .79 o8t . 028
ATLANTA ' non 3883 .41 -0.34 148
CHMARLOTTE 729 nn 3828 0.02 0.94
CHARLESTON, W. VA, »nn nn .82 -0 23
EASTPORT _33eM m.0sll) .18 055 0.30
AVE. = 37.10 37.74 .07 AVE. = 0.04 AVE. = 0. M

{T/WORST CASE (MIMIMUM GAIN DELTA) - COMPUTER RESULT

. Figure 4.

Eastern Service Area Antenna Gain Deltas (dB) .

Comparison of Results for 3 Aperture Diameters
Using -3'dB Crossover
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BEAMLET OVERLAP AT -348 SEAMLET OVERLAP AT —4 48
ANTENNA rocnfr." MIN. avg | RATIO gro . MmN | AVG. MﬂOgFo'
OIAMETER| LENGTH | FEED {NO. OF | GAIN | GAIy | NUMBE FEED | NO. OF | GAIN | QAN [MMBE
) ) $ZE |FEEDS | DELTA | DELTA| MGHESTGAIN o\7c” | corng | DELTA | DELTA |HIGHEST GAIN
c) 08) ) DELTACITIES o™} aB) al) DELTA CITIES
TO TOTAL (24) TO TOTAL (24)

220 250 E S ] 13 | %3 | N0 o/ 33| N »s7 | 1.7 Ve
4% 2400 | 308 1% %08 | .9 |- v 187 “ [N .M ¥

E Y, ] 2400 | 2 A1 N8 | W07 124 21 “ |73 | W wa

Figure 5. Summary Comparison of Results - Fastern Service Area -
3 Antenna Apertures .
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Figure 7. Typical Gain Correction (Eastern Cities)

BEAM LAYOUT

;j:

o

£

GAIN ‘“

FEED NO. ey LONGITUDE | LATITUDE | CORRECTION (dB) o
1 MIAMI/ETZ -80, 150 5.860 0.0 -
: TAMPAIETZ -82.380 2.5% 0.2 =
3 TAULAHASSEE/ETZ 84300 | 30300 0.4 -
4 MOBILE/ETZ 2050 | 30.400 03
5 BIRMINGHAMETZ 8650 | 33.50 0.5 e
6 NASHVILLEIETZ ] 86500 | 34100 0.3 .
7 INDIA NAPOLIS /ETZ 86,100 | 39.450 Lo
8 DETROITIETZ B.00 | 4220 a3
9 BUFFALOIETZ -18.550 Qsn 46 S
10 MASSENA, N.Y./ETZ | -74.800 44,90 4.4
U CARIBOU, MEJETZ 48,000 | 46,900 4.2
12 BOSTONIETZ L0 - | 42200 43 -
B ATLANTIC CITYIETZ -74,300 39,300 45 e
vl NEWBERN, N.C./ETZ | -77.000 | 35,000 a6 L
15 CHARLESTON, SC/ETZ | -80.000 | 32.800 0.3
16 JACKSONVILLE/ETZ -8L400 | 30,20 06
17 NEW YORK/ETZ 74000 © | 4700 45 iy
18 CLEVELAND /ET2 L4110 | 430 a8
19 WASHINGTON, DCIETZ | -77.000 | 38550 a7 .
» PITTS BURGHIETZ $0.000 | 4260 49 <.
a ATLANTAIETZ w30 | B0 0.0 E
2 CHARLOTIE, NC/ETZ | -80.500 | 35.00 02
3 CHARLESTON, WVIETZ | -8L400 | 38220 ‘LO
2 SAN JUAN, PRIETZ 6.0 8.0 4.0 "

o o Xty

8.00[ s 3 T
778} . 1 v
7.60} o~ | e

7.28 12C€ e Q ” p :
7.00 | -— T : e, :‘ : ‘

675 'y Tec -‘ > ]
=== . ot \ ” - 1

0508 & X" P .
S S v |
z 800" £ RN A7) e A ; i
- 4 .
2 875 R ‘ mﬂv i
« 550+ 1c ’- w A 1 ..
228k D Y 10 o 4 -
S o1 "PCATTNL)  sonlane
:-g: N -y N5 ] w

I8 F 7 sc c! i 1 }
450} 1% e ’ 1 hol
428} - ~ Rub : "
400} LAST/CENTRAL BEAMS © MOUNTAIN/PACFIC BEAMS T 1 - e
38t (-440 CROSSOVEN (-390 CROSSOVER) s e
asol 101°W. LONGITUBE /\ 187° W. LONGITUDE re
' X = OPTMIZATION POINTS FOR C AND O aLsuvauenaue 2
3 2% | 0. OPTIMZATION PONIS FOREANOP ' R &
0.00 0.50 1.00 1.50 2.00 280 3.00 3.50 4.00 4.50 4.00 4.50 5.00 5.50 8.00 6.50 7.00 7.50 b

<101° SCALE> <187° SCALE> : ST

PR F I

-, AN oot -
A ..l.".-\.‘.".l:'.b?'n\.‘.n, TaAN AN AT

Figure 8. Beam Lzyout

441

S LSOO, N A N e T e N Sl
FLVASEIHTANE N TATN VE PAPA A IO SRRV RE SERER TARTI B DAL OGS RAIOL 6 U AT

S B

-
.

e
)

La

.- P LY
asa

1

EIASATIE LA WANSL RSN R

o -t A
Al




.

FiG.3b

FiG. 3a .
EASTERN UNCONSTRAINED | EEDS
3 e
1.44
118k 1.18
0.93 .
0.67 0.67
z
g o e
% o5 < oas :
= PCRERY, 2
@ v w
-0.37 -0.37
-0 62
-0.88 f -0.88
-1.14
Ly 40 " 4 4 . -1.40 '
-3.00 -2.50 -2.00 -1.50 :1.00 -0.50 0.00 -3.00 -2.50 -2.00 -1.50 -1.00 -0.50 0.00
AZMUTH- EAST , AZMUTH-EAST ' .
Figure 9. Eastern Constrained Feeds, Eastern Unconstrained Feeds
FIG. 49 . FIiG. 4b
. CENTRAL CONSTRAINED FEEDS 213 CENTRAL UNCONSTRAINED FEEDS
213 T T Y T T T . v / T T -
1.88 N ( A e
. 1.8
1.83 N 8 \: o
1.38 - \% / £ % By
1.13 / ' 1.38 : 0 M 3 o
Z o088 g [ A% [:
2 | R = o '\ . -
TIEAYY), 2 ous (¢ ]
ALY . e
z 038 D) i A X ~ 2 - » X §
o x W
‘ 013} 'l o/ 0.13 p "
X - .
02k \ L . ) \‘ o X x—J .
-0.37 EY\4 X -0.37 \Q - ' : ' Lo
-0.82 g ‘ ‘ 5 X— . : L
-0.87 -0.87 » . o
-4.50 -4.00 -3.50 -3.00 -2.50 -2.00-1.50 -4.50 -4.00 -3.60 -3.00 -2.50 -2.00 -1.50
AZIMUTH-CENTRAL AZIMUTH.CENTRAL -
, ! b la
Figure 10, Central Constrained Feeds, Central Unconstrained Feeds ‘ S
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FIG. 58

. FIG. 5b
MOUNTAIN UNCONSTRAINED FEEDS
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0.75 P}
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175 L1

ELEVATION

MOUNTAIN CONSTRAINED FEEDS
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ELEVATION

-0.25

-0.7%

-1.25
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0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.C0 4.50

AZIMUTH-MOUNTAIN

0.50 1.00 1.50 2.00 2.50 3.003.504.004.50
AZIMUTH-MOUNTAIN

Figure 11. Mountain Constrained Fee&s, Mountain Unconstrained
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T T Ty

ELEVATION
T Y
~N
[+

P -1.7%

-1.00-0.§0 0.00 0.50 1.00 1.50 2.00 2.503.00. -0.7§ 0.0C .0.75 150 2.25 3.00

AZIMUTH-PACIFIC

AZIMUTH-PACKIC

Figure 12. Pacific Constrained Féeds, Pacific Unconstrained Feeds
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GAIN DELTA = GAIN (ACTUAL) - GC (GAIN CORRECTION)

CONFIGURATION #1 CONFIGURATION #2
(3dB OVERLAP) {4dB OVERLA Py

q01° -157° -101° -157°
RCWCP Rcy\ch T VANT Rcy\zw
R i o ml & % B h
# FEEDS 1 | 9] e |
# OVERLAPS 5 |5 | 4 | 4
CONSTRAINED - 48 36. 46| 36.82] 37.17] 35. 80
UNCONSTRAINED|dB 36, 57| 37. 29| 37.84 36.75

Figure 13. Worst Case Gain - Delta's (dB)
GAIN DELTA = GAIN (ACTUAL) - GC (GAIN CORRECTION)

CONFIGURATION #1 CONFIGURATION 42
(3d8 OVERLAP) . (4dB OVERLA P)
-100° -157° -101° ~-157°

ncy\ch RCP//\ch VAN acy\ch
c 3 p M ]l C £ p M

A FEEDS .. a9 | e | T .
# OVERLAPS | | s 5 | 4 | & |
CONSTRAINED [dB| 135,36 [35.52]35.57[35.30|
UNCONSTRAINED[¢B| | |35.48 35,80 |36.46 [35.80

Figure l4. Worst Case Gain’ (Actual) dB
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CONSTRAINED AND

ORTHOGONAL TC
FEED LOCATION CENTRAL PHS UNCONSTRAINED
X Y 2 AMP PHS AMP PHS

[
e eSS v~ wneaWn -

-2 262 4,852 0. 000 0.349 167 - | 0509 31.8
3,557 0,553 0.000 | 1000 125 033 5.8
225 -1.029 0. 000 .62 | 284 0.9%1 a1
0.874 -L.58 0. 000 0.110 3.2 0145 2.9
385 0.847 0. 000 0,413 3438 0. 667 -10.4
2414 0.371 0. 000 0,531 2.3 0.787 2.5
2734 L769 | 0.000 0. 680 385 .| Q000 3.6
L 652 26% 0. 000 0. 50 36,7 048 A7
.91 -1.953 0. 000 0.478 -66.5 | 0.8%7 39.7
L 957 -2.429 0. 000 0,536 5.2 0.8% 144
0,614 2,98 0. 000 0. 435 4.0 0,558 4.9
3,07 -3,351 0. 000 0.411 329 0. 462 -148
1697 3.85 0. 000 0.213 31,3 0321 2.4

4,897 -0.078 0. 000 0.543 67.5 166

5,157 L322 | 0,000 0,58 - 245 0.280 2.4

4,637 -1.478 0, 000 0.583 =225 0.653 -1.6

4,378 -2.876 0. 000 Q.58 -67.5 0.342 -93

Figure 15. Final Eastern Feed Coefficients
CONSTRAINED AND .
ORTHOGONAL TO

FEED LOCATION . EAST PHS UNCONSTRAINED

X Y Z AMP PHS . AMP PHS

1 8,662 | -0.054 0.000 | 0.167 -10L.0 |- Q467 -73.8.

2 1.320 -0.528 0, 000 1.000 - 3.7 L1000 36,8

- 5,980 -1,004 0.000 | 0526 | 9.1 0.581 ’

4 1,580 0,872 0. 000 0.752 | -41.5 0849
5 6. 28 0,39 0. 000 0.797 -45.4. 0. 809
6 | 6,497 1,79 | 0.000 0,220 5L 9 Q162
1 | 848 -1,452 10,000 0.302 -21.8 59
8 7,060 1,926 0. 000 0.72 43,8 | 097
3 5.720 -2.400 0. 000 0.946° | 13.8 0757
10 8143 2,852 0. 000 0132 | -109.0. | Q.05
11 6 803 3,32% 0, 000 0.859 - 5.3 0.832
12 5. 460 -3, 800 -0, 000 0,611 [ - 59 g, 415
B 4,637 -1,478 0. 000 0.85 67,5 0,682
14 4,897 0,078 0. 000 0,855 -22.5 0997
15 5, 157 1,322 0. 000 0,85 225 0.473
16 4378 -2 876 0. 000 0, 855 67,5 0.790

Figure 16. Final Central Feed Coefficients
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Figure 18. Final Pacific Feed Coefficients
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CONSTRAINED AND
ORTHOGONAL TO
FEED LOCATION PACIFIC UNCONS TRAINED
X Y Z AMP PHS AMP PHS
1 5.462 | -0.080 0000 |.0.783 11 0,886 -64
2 -6, 687 .52 0.000 | 0.360 327 0.348 15,0
3 | 425 0,897 0. 000 0.864 325 0.924 -2.8
4 <1.4850 0.724 0.000 | Q13 320 0126 33,1
5 -6, 986 1.872 0. 000 0. 956 16.9 1000 SL1
6 <8211 1.6%9 0. 000 0.550 - -53.6 0,475 46,7
7 .78 2,848 Q. 000 0.721 141 0. 8065 =2L2
8 ~4,701 -L. 56 0. 000 0.859 2L2 0781 13.6
9 5.92% -1.22 ©. 000 0.613 38.6 0. 561 -15.7.
10 -3.958 201 | 0000 1.000 - 5.6 0,946 10.3
11 5.18 2202 0. 000 0. 440 5.3 0.54 54,5
12. | 3.118 -3.006 0.000 | 0.898 39.2 0.885 2.0
B -4, 402 <3.180 0. 000 0.612 - L5 0. 496 - a1
14 -2.415 [ 3,982 0. 060 0. 417 54 5 0,335 8,2
B 4287 | 009 0. 000
16 4,998 1.068 0,000 0,819
m .| 3a | 083 0.000 0.52
18 | 274 -L. &8 0,000 0.39
19 <1953 285 0. 000 0,791
Figure 17. Final Mountain Feed Coefficients
CONSTRAINED AND
ORTHOGONAL TO -
FEED LOCATIONS MOUNTAIN UNCONSTRAINED
X Y z AMP PHS AMP PHS:
1 5.714 -5, 868 0,000 1, 000 82,2 0.9683 167.7
2 6,908 3,617 0,000 0.873 9%, 1 0.829 30,5
3 -3.03 0. 266 0. 000 0.579 -38.4 0.4 4.0
4 | 3.1 L241 0. 000 0 27 -85.1 0113 -33.4
5 2250 0,711 0. 000 0,533 12.5 0521 127
6 -1.489 -1.687 0, 000 0.788 56,4 0.652 - 13,1
1 | 075, -2, 662 0. 000 0755 48,5 0.768 - 3.8
8 0.035 3,637 0, 000 0,646 86,5 0.58 - 11.6
9 -L19 -3.811 @, 000 0.518 - 100.3 0, 497 3.9
10 -4, 237 . 0,093 Q. 000 -
1 -4, 998 1,068 0. 000
12 3.4 -0.88 0. 000
B | <2714 -1, 858 0, 000
14 -1.953 285 0, 000
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EQUAL AMPLITUDE AT EACH FEED OUTPLT -

A —o1)
m * Y4
B +45° )
P | © leeeps . .
4-PORT
c vas? HYBRID
COUPLER
, /03
| o] N\ —o4).

EXAMPLE I: BEAM PORT A: PHAO‘.'E . 0° o °
, FEED PHASES: 1:(07), 2:(-45"), 3:(-90),4:(-I35")

EXAMPLE 2: BEAM PORT-B: 9 o 0 0
FEED PHASES: [1:(+907), 2:(+457),3:(07), 4:(-457)

Figure 21. 4 Feed/2 Beam Constrained Isolation Network
(-3d8) (-3dB)

<0%-> <-90%>

P ?

)

INPUT (MATCHED -
(0dB) PORT) . ,
<0>

Figure 22. 4 Port 'Hybfi& Coupler’
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AUSSAT KU BAND SPACE ANTENN:A SUBSYSTEM

E.C. Ha, L.G. Clouse, K.A. Simmons, K. Clausing, M.D. Harwood,

and M.J. Glaser

Abstract

The Aussat antenna was designed for the fi;st generation of
satellites to be uced in the Australian national satellite commu-
nications system. The wide range of domestic services to be pro-
Qided by this system includes direct b=oadcasu, high quality
television relays betﬁeen major cities,‘digital data transmission,
voice applications, and centralized air traffic control services.
To meetlthe stringent requirements imposed by this system, and

compatibility with the established Hughes HS 376 bus, an innova-l

tive Ku band antenna subsystem has been desighed, with ten inde- '
pendent beams for communications and separate beams for command
and beacon tracking. The antenna farm consists of three shared
aperture pairs, each aperture being reused via polarizatioﬁ
diversity, resulting in éix offseé single reflector systems.
There aré»niné independent feed systems. of which two serve both

' transmit and receive functions by means of diplexers. The trans-
mitted'EIRP'is 47 ABW for homestéad and‘communities broadcasting
satellite services and 36 dBW for fixed satellite services. _The

electrical and mechanical design of theISuBsystem allows for a

high degree of flexibility, as dempnstrated by the fac: thét
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Hughes was able to meet a new customer requirement to change a
beam shape during the final weeks of the flight antenna range

testing.
1. Introduction,

The,Aussat.Ku band communicat’).:1 satellite is a 15 chanﬁel
active repeater system, providing multiple beam coverage (10
shaped beams) for Australia. Each cha. .21 is 45 MHz wide. The
transmit bandwidth extends from 12.25 to 12.75 GHz, while the
receive bandvidth extends from 14.00 to 14.50 GHz. Freqpeﬁcy
reuse is achieved by linear orthogonal polarization. Eight of
the channels (designated transponder A) are received horizontally
polarized and retransmitted verticaily polarized (see Figure 1).
The remaining seven channels designated transponder B) are
received vexticaily polarized and retransm#tted hérizontally
poiarized.

To 1m§1emenc the required multiple beam, dual polariza;ién
performancel, the Aussat communications antenna system uses six
gridded veflectors (three for each polarization) in conjunction
with a feed aystem employing nine beam forming networks and a

total of 23 feed horns (exr~luding tracking feeds). The reflectof

‘design incorporates two reflector surfaces in a single aperture.

Typical of each shsred aperture pair, the front reflector is

horizontally polarized, while the vear reflector is vertically

polarized.
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FIGURE 1. AUSSAT COMMUNICATION PAYLOAD |

AEREAER N
AP,

To minimize the depolarization produced when linearly polar-

.

""-l

ized radiation propagates through dense rain, the polarizations
are required to be nominally horizontal and vertical at the earth
stations across Australia. As the orbital arc is centered on

160°E 1ongitudé (east'of the Australian mainland), the polariza-

EL NOMMMILREY -

' tion‘axes’of the vertical and horizontal feed horns and' the

reflector grids are oriented 45° counterclockwise and clockwise,

o

’
1]
»
.-
»
»
;

s e

respectively, from the spacecraft spin axis.

The antenna coverages are shown in Figures 2 and 3. The

.61 cm (24 inch) horizontally polarized front reflector ig fed by

a single feed horn which is diplexed to provide National receive
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. VIEWS LOOKING INTO FEED HORNS
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FIGURE 2. FRONT REF'LECTORS ~ HORIZONTAL POLARIZATION

VIEWS LOOKING INTO FEED HORNS

COMMAND RECEIVE/
BEACON TRACK

\

S
NATIONAL £
TRANSIMIT/

& TINATIONAL 2
/ RECEIVE
o

_ FIGURE 3, REAR “EFLECTORS ~ VERTICAL POLARIZATION
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and transmit functions. The 61 cm vertically polarized rear g‘
reflector 1s alsc fed by a single feed horn which is diplexed to &
provide additional channels for National réceive and transmit

functions. .The National beams provide coveraée of mainland

Aﬁstralia, Tasmania, Lord Howe Island, the Pacific shelf, and the

Northwest shelf.’

The 110 cm (43.5 inch) horizontally polarized front reflec-

B o UM RN

tor is fed by two functionally distinct feed arrays. A four-horn
array provides transmit coverage of Central Australia. A separate

three-horn array provides receive coverage of Papua New Guinea.

Sharing the same aperture‘is a vertically polarized rear reflec-

o U

tor which is also fed by two separate feed arrays. A three-torn
array provides transﬁit coverage of Western Australia and the ) -
Northwest _helf. The remaining foui-horp array 1is used to [
provide high gain on-station command coverage (the commanﬁ oﬁni
antenna is also available to receive commands), and to perform
beacdn tracking.

The 100 cm (39.5 inch) hétizontally polarized front reflec-
tor is 11luminated by a'four-ﬁorn_feed érray to achieve coverage"
of Northeastern Australia. Sharing the same gﬁettuté'ig a |
ver;ically polarized rear réflecfor fed by twg distinct. feed

arrays. - A three-horn array is used to provide transmit coverage

DT T NN S YN T ——— T N T T e, o,

of Papua New Guinea. Another four-horn array provides transmit

coverage of Southeasterﬁ Augtralia, Lord Howe Island, Norfolk 5
Islahd. Brisbane, Adelaide, and Perth. :
' 3
-
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REFLECTCR APERTURE DIAMETER -w—— 110 cm (43.5 in.)
. REFLECTOR FOCAL LENGTH 127 2m (50 in.)

654 cm
{(25.75 in.)

el T

TRACKING
NETWORK
FOCAL HORNS ) ' ) '

FIGURE 4. TYPICAL SHARED APERTURE REFLECTOR
' GEOMETRY

BACK DISH WITH
VERTICAL GRID
POLARIZATION

i A FRAME
i

FRONT DISM WHTH
HORIZONTAL GRID
POLARIZATION

{ o
(L

FAONT vitw

FIGURE 5. AUSSAT SPACECRAFT ANTENNA .
SYSTEM
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2. Electrical Deéigg

Each reflector pair is composed of two orthogonally polar-
izéd offset reflectors, one behind the other, sharing the same
aperture (Figure 4). Polarization selection for each reflector
is achieved by conductive grids on a paraboloidal shell. The

‘front reflector of each reflector pair has its conductive grids

oriented 45° clockwise (horizontal polafization) with respect to

the spacecraft spin axis (Figure 5). The conductive grids on the

L
ESTRTRFY BN ORI

surface of the reaf reflector are oriented orthogonal to the front ;:;
reflector grids, when viewed along the poresight of the front Eff
. reflector. The reflectorAdiameters and focal lengths are identi- | ;&;{
cal for each polarization; however, the base of the vertically : ggz
O
polarized reflector is offset from the horizontally polarized | Eif
reflector, permitting focal point separation. This allows the :::
two reflectors to occupy a common aperture, and positions each E;;
feed array at its respective focus without ppyéical interference. : | EEE
The front horizontally polarized gridded reflector is essentially i;;
RF transparant to the rear vertically polarized gridded ?gi
reflector. | ' - - - {?}

The sources illuminating the six retlectors are pyramidal

horns. Of the twenty-seven pyramidal_horns>used, four are

dielectrically loaded. The dielectric inserts are tapered rexo-

- 1lite slabs attached tb the E plane walls. The dielectric inserts ! _

provide‘a more uniform H-plane distribution and, therefore, a ‘ ' ﬁ
¥
. ) ,\,:_-,
455 | SRk
. ' : :\E'.
NN

AT AN AT N '.a"'.nl '.."J‘LI““J'-‘I*y-"‘\’six..‘.-*\.l " ,‘\",;.:‘-.L\‘\_\_..\‘..\',.\"\.2.\1\ SRS TR L NS U L T T N e T s -




FIGURE 6. AUSSAT FEED HORN LAYOUT




higher aperture efficiency and widerIH-plane secondafyvbeamwidﬁh.
The dielectric inserts were used in the horns providing coverage
of Western and Southeastern Australia. |

Figure 6 shows the layout for all of the feed horn arrayé,
The singlé horn in the foreground of the photograph is oﬁe of. |
the horns providing complete coverage of continentai Apstralia._‘
The rack of feed horns on the left rear side illuﬁinages thg |
39.5 inch diameter reflector ﬁaitT while the rack on ;he'fighf'
rear side illuminates the 43.5 inch diameter refleétof pair.

A typical spot beam feed network is shown in Figure{?. kAll
spot beam networks are single mode networks. Single slot*coup- 
lers were used to distribute the power among the horns cbmprising
each feed horn array. Trombone sections were used to adjust the
phase of the radiation propagating from each horﬁ.

Precision east-west (AAz),aﬁd north-south (AEl) antenna

pointing signals are developed from a dedicated set of four
tracking feed horns (Figure 8). The same feed system aiqq serves
té provide the;command link.

The tracking feed ﬁorns have difference signal versus sum
vsignal (null) characteristics designed for tracking purposes.
These‘feed horns are excited by appto%imate1y equal power and
independent phase siéﬁals, controlléd by'adjuéting_fhe physical
line length between the feedé and the,mégic tee power summers.
Differencé outputs from two axis monopulse feed array_net#ofkg

results in signals proportional to-%ngular position from the
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FIGURE 8, COMMAND/TRACK FEED HORN
CONFIGURATION
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D — DIFFERENGEPORT A, ~ ‘28°

FIGURE 8. TRACKING FEED
COMBINING NETWORK
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FIGURE 10. TRACKING FEED NETWORK

beacon location (at Sydney). Subsequent combination of the sum

and difference signals creates amplitude mod.ilated error wave-

_forms which are deteéted in the commard/track receivers. The

receivers' outputs are processed in the antenna position

electronics (APE) and the attitude control electronics (ACE) to

control the antenna north-south and east-west pointing. A sche-:
. matic of the tracking feed combining network is shown in Figure 9

a'photo of it is shown,in Figure 10.

This type of tracking system is capable of controlling the

antenna positioning to within _-4_-_0.02o in azimuth and_elevatién.

f




OMNI| MAST
FiRSYT

DE'LOVMENT\

AEFLECTOR SUPPOAT

STRUCTURE

STOWED
REFLECTORS

T&C BICONE
ANTENNA

DEPLOYED
REFLECTOR
ASSEMBLY

OMNI
MAST
STOWED

BAPTA
CONE,

460

D o |

FANTENNA
POSITIONING
' MECHAN ISM




3. Mechanical Section

The decision to incorporﬁte a multiple reflector dgsign
pro&uced challenging mechanical requirements with regard to
pointing capabilities and therm#l stability of the system. Many.
effects which were préviously second order, because the communi-
catiphs and tracking refe:ence paﬁtefns weré produced by the same
refiector, couid now have a significant impact on system
performance.

The first area of developmental work on the Aussat antenna
was the design‘and mounting of each of the thre; reflectors

(see Figures 11 and 12). With gain slopes as high as 10 dB per

degree, coupled with opcréting frequencies at Ku band, the manu-

.facturing tolerance and thermal stability of each reflector

‘became very significant.

The reflectors are fabricated using techniques developed for
the ﬁS 376 product line. ATﬁo precisely machined meehanite
mandréls were. used as.the shell forming tools, with each parabolic
surface;being machined to aﬁ accuracy 6? 0.025 mm (d.OOl'inch)
rms. A low_temperétﬁré curing epoxy resin system is used to mini-
mize thermalldistortion of the paft during the curing pfocess.

The,major design change was to incorporate a center mounting
Atechnique that would'érovide flexibility to.precisely align each
reflector on the tesf range while meeting the requireménts of

thermal stability, strength, and stiffness.
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FIGURE 12. FULL UP ANTENNA
: . FARM PRIOR TO RANGE TEST

ROD ENO
CLEVIS
ASSEMBLY
REINFONCEMENT
DOUBLERS
. REAN REFLECTOR
CLOSE OUT
DOUBLERS
-
INNZR RING . ' )
FRONT - . _ OUTER RING
REFLECTOR : . .
)

FIGURE 13. SECTION VIEW OF REFLECTORS -
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Each reflector is atfached to the suuport structure with
three spherical bearing rod ends spaced about the reflectur
inner rings. The rod ends négate any thermal stress between
reflector and supportlstructure, while the attachment to the
inner rings provides é ratural hard point. As with previuus
designs, local reinforcement was provided at the'attacb points
(see Figure'i3). Both the rod end and clgvis attaches to the
rear of the reflector assembly and utilizes low expansion
materials. Fine adjustment caﬂ be made by angular rotation,of
the rod end bearing relative to its bracket. bBoresight adjust-
ments-of'O.OOSO were easily obtainable. Once optimum boresight-
ing was achieved on the test range, each reflector attachment
assembly was permanently secured for flight.

To confirm that the reflector and attachment assemblies will
not induce unaccgptable distortions during orbit, a coﬁprehensive
thermal disfortion test was peffotmed. The reﬁleétor test setup
consisted of the K1 fiight 110 cm (43;5,1nch)‘reflec;or attached
to a quartz plate, using flight rod end attach fittings (see
Figure 14).

The test setup was;instrumented'with 60 thermocouples and 52
linear variable differential transférmers (LVDTs) to mea§ute dis-
piaceménts. The test wae performed in a thermal-vacuum chamber

to simulate both hot and cold bulk texperatﬁres, as well as .
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FIGURE 14. THERMAL MECHANICAL TEST

OF FLIGHT REFLECTOR

FIGURE 15. BARE ANTENNA STRUCTURE
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thermal gradients. Results from the test weré analyzed and found

to have no significant dégradation of antenna performance.

The next major developmental work for the Aussat antenna was
to design a stable structure to attach all three reflectors and
feeds, This structure had many constraints with regard to

strength, stiffness, weight, and most important of all, thermal

stability.

The purpose of the support structure is to support and con-
strain the antenna during launch and;provide a stﬁblevpiatforﬁ to
maintain the Qeed horn to reflector geometrical feiationship iﬁ '
orbit, Loads from the antennas are reacted through the antenna
suppo;t structure into the spacecraft. The structure, shown in
Figure 15, illustrates the deployed configuration less feeds and
reflegtors. The common use of composite materials, primarily
graphite, and 'hollow bonded subassemblies provides fdr low weight
while maintaining the nécessary atrenggh. The use of cogposiﬁes
;lso'provides‘excellent'digensional QCability with temperature’
variétions. | ‘

The reflector support structure (see Figures 1li and 16) pro-
Vidés a coﬁmon support.for’each of thé tbtee dual reflectors and
-the T&C anténna and its lihkage. The'éémple;e syséeﬁ is attached
to the antenna positioning mecﬁanism, ‘The p:imafy aesign' -
objgctive'is to maintain‘the relative alignment of the three

reflectors under operating environmental cbnditions. Materials
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and configuration were chosen for minimum thermal distoftioq and
maximum stiffness of the structural assembly.'

Because of the strinéent requirement of this structure,
geveral graphite fittings were developed to replace metallic

fittings typically used (see Figures 17 and 18). These innova-

tive fittings were made using high strength graphite fabric with

epoxy resin. They successfully reduced weighflwhile improving
the thermal stabilit;-of the structure.

Again, to ensure that‘the reflectoxr support structure would
not produce qnacceptable distortions during orbit, a comprehen-

sive thermomechanical test was performed. This test was meant

" to pfovide a means to bound the pointing error contrihution due

to differential distortion between the three disﬁes. The
reflectors were réplaced with thermally stsgble quartz plates, and
the entire structure was instrumented (see Figure 19).

Mirrors were used to measure the quartz plate rotation
during thé test of the reflector support structure. The quartz
plates, which were'uséd.tolsimdlate the fligh; refléctors;~vere
also inptrumented with LVDTs to proQide a coa;se backup check of
the mirror results. ?urther, a series of targets were 1nstailed
to measure system growth in the piané of the reflectors.

Test results showed that the reflector support structure -
was extremely stable and met all requirements, with regar& to

pointing budget allowance. -
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4. Measured Test Results

The antenna measurements were performed under clear weather
conditions on a far field range. All antenna tests included
proper modeling of the spacezraft structure to simulate an
in-orbit operating condition (i.e., thermal bl;nket, reflector
sunshields, horn covers, and aluminum ring simulating a portioh
of the solar panél'were present). All aﬁ:enna gains vere
referenced to a g#in horn standard calibrated by the National
Bureau of Standards. A carefully calibrated wa#eguide switching
network was uséd to switch between various test ports to ensure

 tepeatab11ity.

| To ensure proper alignment of the transmitter polarization '

to the conducfive grids on the reflector under test, the trans-
- mitter was rotated until it was orthogonally polarized to the
reflector grids, This was achieved when the measured crosspolar-
ization null attained a minimum magnitude. The‘transmitter'was
then rotated back exactly 90° to align tﬁe trdnsmit;er polariza-
tion to the reflector grids.

_The various Aussat covéragé regions are shown ih Figures 20 -
.througﬁ_ZS.. In,each'case, the darkened region(s) represénc
secoudary,zon;é, whilé the whiCe-regions represent”ptimhry’zones.

The transmit énd receivae co?erage requirements are ;hown in

Tables 1 and 2, respectiveiy. These gain requir ments were

468




. PACIFIC
LI LT

LORD nOwS
LAND

FIGURE 20. NATiONAL BEAM COVERAGE

sACRANE

LORO #OWE rSLAND

PERTH
ADELAIOE

PR

| i SLUNNIIANY
] -enns

FIGURE 21. SOUTHEASTERN SPOT BEAM COVERAGE

Jones

n sMconNDARY
D snimaly

FIGURE 22. NORTHEASTERN SPOT BEAM COVERAGE

469

NOHEOLR Pl ARl

(RN
-

" ’. . -
oo e

v
»
«
o St

1.
v e e

. a
.

.t
. ‘ad

.
T

‘e s .
Latee, 4,

A IR
Y

@,
AR RS

o N -
e

D i
4.8 .0 g




208
E SECONDARY

D FRMARY

FIGURE 23. CENTRAL AUSTRALIA SPOT BEAM COVERAGE "

LOLT T

NOR et 3 1
bal XS4

conTRAL

0% s
ASTE Ry
D LONDARTY

D raimany

Coa
SOU T me

FIGURE 24. WESTERN AUSTRALIA SPOT BEAM COVERAGE

romes
3 wtonvany

D PRIARY

FIGURE 25. PAPUA, NEW GUINEA (PNG) QOVlERAGE

470

R

[“': %%

bl

,.v,.,.....
AT AR AR
St teat T N
Cyaaiaceta
] -

PR

.. ,
II..I'.{I' ""’
atate e

’
‘l

ey

w
4

v




derived from EIRP and G/T contract specifications assuming the

predicted repeater performances.

TABLE 1. TRANSMIT GAIN COVERAGE RIQUIREMENTS

Transmit Antenna Gain , M)

Spét National : o

Region ' Beams,* ‘A and B, Papua, New Guinea, o
Coverage dB dB dB ' B
802 Primary 4.0 - - ,
95% Primary ~ 271 - - =
100% Primary | 31.0 26.1 | 32.0 | -
c : i

Secondary 29.0 22.1 25.0 ‘ i ::ﬁ
' \‘:

*Spot beams are comprised of northeast, central, western, and E%é
southeastern Australia coverage beams. , : F:;
‘ oo

TABLE 2. RECEIVE GAIN COVERAGE REQUIREMENTS :}3

‘ ' w3

Receive Antenna Gain [Ei'

Region National A and B, Papua, New Guinea, :ti:
Coverage ' dB dB ;{;
95% Primary 26.9 26.7 KN
. - ' - ,;.‘.':

Secondar, | 21.9 g 23.7
| . A

Figures 26 through 36 show one reptesentativg_copolarization : .

gain contour plot for each coverage beam. All copolérization L

gain contours are plotted with superimposed coverége maps (as ' o
. ' . ",‘, .

e
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viewed from the satellite at orbital locations 156°E,.1509E, and

16A°E) expanded by the indicated pr.irting errors. For National

‘Australia, as well as the spot beam gain contour plots, only the

" primary coverage spec contours are numbered (represented by

darkened contour(s) in each cage). Alsb shown are the peak gains
of the contours, the test frequency at which the contours were
mcasured, and the pointing errors incorporated into the maps.

The c:ésspolérizatiou performanée'inbthe farlfield of the
antenna system is d;e principally to two mechcnisms. The first
'1s the nature of the grid reflectors, which employ finitg thick-
ness grids and are subject tc manufacturing tolerances. The
crosspolarization performance over the copolarized‘service area
is due predominantiy to non~ideal reflecting grid.geometry.

The feed horns are the second source of far field
crosspolérizstion impurity. For thg case of the horizontally
polarized feed, tﬁe impure field components (vertically polarized)
pass through the front horizontalIgrid:geflector and reflect’off

the rear vertical grid reflector. nowevef,‘the'rear reflector

' defocuses these impure vertical components because the horizon-

.tally pblarized feed 1s videly offset from the focus of the rvar
vertically polarized tefiector. Thus, far field crosspolariza-
tion (vertical) caused by horn impurity is nbt focused into the

principaliy polarized (horizontal)_covetage'drea. Similarly,
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Elevation

Elervation

Pointing errors:
E-W  0.04°
N-§ 0.07°
YAW 0.21°

Peak gain =
319dB

Spec =
26.1dB

-1

-5 4

32 a0 o 2
Arimuth

FIGURE 26. NATIONAL A TRANSMIT (VERTICAL)

Pointing errors:
E-W 0.04°
N-S 007°
YAW 0.21¢

31.394d8
Spec =
25.9db

Pointing errors:

. E-W 0.04°
N-S  ¢.07° .
YAW 0.21°

Pesk gain =
32.74d8

sw‘- -
26148

Azumuth

FIGURE 28. NATIONAL B TRANéMlT (HORIZONTAL)
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Elevation

Poiniin, errors:
E-W 0.04°
N-§  0.07°

. Yaw o1®
' Peak gain =
32.38dB

Spec =
25.9dB

4

Elevation

Printing eirors:
Z-W 0.04°
NS 0.02°
YAw 0.21°

Peak gain =
36.074B

Spec =
31.04B

Erevation

Pointing efrors:
E-W 0.04°
N-§ 0.02°
YAW 0.21°

Pesk gain =
37.13dB
Spec =
31 ds8

Azumueth

FIGURE 31. CENTRAL AUSTRALIA SPOT BEAM
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Pointing errors:
E-W 0.04°
N-S - 0.02°
YAW 0.21v

Peak gain =
38.59dB

Spec =
25.7dB

Elevation

to
L

Azunuth

FIGURE 32. PNG RECEIVE SPOT BEAM

Pointing errors:
E-W' 0.04°
N-S 0.04°
YAW 0.2(°

Peak gain =
37.63d4B

Spec =
31dB

Elevation

3 4 s

Azimuth

FIGURE 33. NORTHEASTERN AUSTRALIA SPOT BEAM

7

‘Pointing errors:
E-W 0.04°
N-S$  0.04°
YAW 0.21°

Peak gain =
'38.37dB

Spec =
‘3248

_ Edevation

-4 .2 =2 -1 o 1 2
Arimuth

FIGURE34. PNG TRANSMIT SPOT BEAM
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Pointing errors:
E-W 0.04°
N-§  0.04°
YAW. 0.21°

Peak gain =
38.07dB

Spec =
31dB

ts /\ Pointing errors:
' /—\ CEW  0.04°

T N-5  0.04°
sk " YAW 0.21°
2748 Peak gain =
°r 38.07dB
-5k Perth spec =
L 26.9dB
-3k

'y 1 R ’ L 1 )

5 45 -4.-385 -3 -28 -2 -5 -1 -5 O
" Azimuth -

EIGURE 38. SOUTHEASTERN AUSTRALIA SPOT BEAM
/{CONTINUED) ‘ ,
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thls effect applies to the crosspolarized components of the

vertically polarized feed.
Figure 37 illustrates the crosspolarization performanc> of
the WA spot beam. The crosspolarization due to feed impurities

hhs beer. defocused to the south of Australia, 'The crosspolari-

zaticn isolation exceeds 36 dB over the primary service areas.

BEVATION

—

'~"~0 ’—/.

PREGUENCY = 12003 We
CROMIPOLARIZATION SPEC LEVEL = 204 40 |

FIGURE 37. WESTERN CROSSPOLARIZATION PERFORMANCE -
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5. (Conclusion

The Aussat antenna has met all flexible beam shaping, point-
ing, thermal stability, and other,mechapical requirements. ‘The

electrical design is relatively simple, allowing for short -

' assembly/test times. Built into both the electrical and mechan-'

ical designs are flexibilities to adjust the beam shaping and

beam pointing in the antenna system. As a result of innovations

added to the many standard features of the Hughes HS 376 line of

spacecraft antenna systems, the Aussat antenna system represents
an important milestone in the history of Australian

telecommunications.
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OONTROLLED SURFACE DISTORTION EFE'EX:'ISV

DANIEL JACAVANCO :
EM Technology Applications Section
" EM Techniques Branch
Electramagnetic Sciences Division
Rome Air Development Center
‘Hanscom AFB, MA 01731

l 1.  ABSTRACT
Results of a theoretical and experimental study of a
technique that controls the level of the sidelobes in the far

field pattern of a horn fed paraboloid are' presented. The

. shmmsA. o @

reflecting surface is intentionally distorted by mounting small
circular disks on the dish and adjusting their height wnile

mon'itoring the energy in the field at a specific angle. Patterns

a4 1 IERE. 4 % . e e

measured before and after show (a) localized sidelobe control on
T . the order of 25 dB, (b) little z:in beam distortion, and (c)

l. “ acceptable ovez;all sidelobe degradation. A theofetical model of a
: | éollapsed ci_rculér aperture containing the illumination due to the
. hg'rn feed is used. The résultir\g‘ aperture distribution is |

.i: . composed of three parts-the anpli;:ude across the dish, and the
amplitudés across each, of the two. disks. . A camputer subroutiné
duplicates the manual process of adjusting the disk position while
.mnitoring the énergy in the far field. There is good agreement:

between theory and experiment.,

B Oatnles AL FILIRFRN
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2.  INTRODUCTION |
A novel technique is described for placing fixed nulls in the

far field radiation pattern of a horn-fed paraboloid. Small disk
shapad moveable reflectors are mounted on rods that protrude
through the reflector surface and allow the height above the dish
to be controlled from the rear See: Figure 1. Single nulls can
be placed in the radiation pattern using two disks and show

* cancellation up to 25 &8 with minimum perttl.lrbat'ion to the overall
antenna response. | | . |

One might say that th.s 'te-'chnique is a solution looking for a

problem, The potential applications are scmewhat special. One
use might be for urban communication systems or point-to-point
telephone links which rely  on reflectors exclusively. In these
instances, single fixed nulls could be effective in reducing
specular reflections from large buildings or in reducing the
‘effects of Lnintentional jamming upon total system noise due to

 the proliferation of microwave antennas in the urban envi@mnt.
Given future NASA plans féf direct broadcast satellites and the
attendant need for a pecé_ivir\g antenna on every roof, there could
be a need for a simple, inexpensive, fixed nui).ipg technique as

| .'described' herein, A o

| ‘The remainder of this paper will describe the theoretical

model used to prediét. the nulling performance of two disks mounted

on a paraboloid, six feet in diameter. Experimental results are

mas G T e ALtk o f i e kA A R b s e




"' elements are calculated from the cambination of the feed horn E

given which generally show good agreement with theory.
Cancellation up to 45 dB, along with the very hnpqrtant minimum
distortion of the overall far field pattern, is in evidence,
Finally, same preli;ninary results of placing two nulls in the far
field pattern using three disks is given.

3. THEORY

When a small moveable disk is mounted on the iriner surface of
a paraboloid, the resulting amplitude and phasel distribution of
the electric field in the apgrturé plane’ is driven asymmetric
about boresight. From a theoreticai standpoint, this means that
obtaining the far field through the usual Fourier Transform
calculation is difficult because the amplitude and phase
distribution is not of closed form. For this reason, it was
decided to model the antenna performance in the azimuthal plane in
which ail the measurements were made, by collapsing the aperture
over the vertical plane. | _

Thus, for the purposes of pattern camputation, the reflector
and its asymetvic aperture distribution is modeled as an
electricélly equivélent, horizontally diébosed linear array of
elements. The 'atplilt;.ide and phase assigned to each of these

and H-plane patterms. Wwhen the aperture is collapsed

- mathematically, this linear array will contain the amplitude

effects of feed blockage, nmitiplé'di,sks, surface error, and the
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circular aperture due to the paraboloid itself.

The first step in the ‘collapsing procedure is tc measure the
feed horn E and H-plane patterns. The measured patterns are
reproduced in Figure 3 and show an edge taper of -21 dB in the
azimutr (H-plane) and a -17 dB taper in the vertical (E-plane).
The patterns are then sampled at a collection of points denoted by
the heavy dots in Figure 2, In this sampling procedure, one can
simply read off the values of the measured feed pattern at the
desired sample points or, alternately, match the measured patterns
by a polynamial and let the ocmputét calculate pattern values at
the desired points. This latter method was easier for large |
paraboloids and was adopted. Fifth order :x:lyrnnialé were found
to satisfactorily aescribe the measured feed patterns in each
plane with an accuracy of + 0.1 dB in anplitudé. Uéing these .
sampled values, the field distribution at all vother poipts in the
aperture plane of ‘the reflector, such as those represented by the
91 x 91 matrix of small dots in Figgre 2, can be Qenerated by
multiplication. o o

In Figure 2, the large circle is the outline of the 6-foot
paraboloid, the smaller circle contéining the rectangﬁlar
'pmject,‘ion of the out:linellof feed horn, is the aperture
biockagé region, and the two, small, Off center circles are the

aluninum disks.

The next step is to colla.p#e the Avertical, field points on to
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a hofizontal line, at a discrete number of equispaced points that
correspond to the locations of the elements in our hypothet.ical’
linear arrav. A one-fifth wavelength element spacing was chosen
as a trade Letween accuracy and computation time, Obviously, .th_e
closer the spacing, the more accurately the computed array
Gistribution reéresents the reflector fields. 1In éollapsiné the
reflector aperture field in the vertical dhmmim,- the camputer
calculates the product of one horizontal field value with all the

corresponding verf.icai field values at a horizontal point

corresponding to an array element location. If the camputed point

lies on the reflector, or on a disk, it is retained for pattern

" calculation. If the point lies in a blockage region, and never

contributes to the pattern, the value is discarded. ‘Tn this way,
three separate linear array amplitude distributions are arrived -
at, one each representing the reflector and the two disks. The
technique is general enough tc account for any number of disks,
positions and sizes. | |

"~ A uniform phase di'stribution is aésigned to the array to
p@m a broadside mai;nbéanQ Also added to this phase were the
measured reflector surface errors and an additiona) phase

perturbation due to the disks. To maintain consistcncy between

the vertxcal collapsing used in the canputer model and actual far'

fleld measurements of the paraboloid, pattern measurements were

made in the azimuthal plane which contains the centers of the two
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disks and the feed homn.
The largest error in the coilapsing scheme is probably in the
estimate of the individual disk gain. The small number of

product-points, appmxim_ately 16 for a 1 wavelength diameter disk, |

is small campared to the 8281 points in the 91 x 91 element
fuatrix. Small disks, on the ordér of 1 to 2 wavelengths in
diameter, are used for the purpose of nulling in this experiment,
so as to minimize the effect of the disks upon the overall
radiation pattern of the paraboloid.

" In order to show that the camputer code that collapées the

aperture works properly, two standard antenna ccnfiguratia\s were'f

analyzed using this technique. When, an 18 wavelength square
aperture with uniform illumination assunedv to be generated by a
hypothetical feed horn is employed, and the aperture field
collapsed as described above, Figure 4 is the camputed far field

paf.tern. The plot in Figure 4a with the acoanpanying' expanded plot

Figure 4b shows the expected -13.2 d first sidelobe and a -
mainbeam width of 3.36 degrees, characteristic of a square
aperture If, instead of a square aperture, an 18 v.lavel‘ength
Ciifc.;ulqr aperture with uniform illumination is used, the resulting
far field pattern is given in Figure 5. 'I.he'plot' shows the
expected -17.6 B first sidelobe and a mainbeam width of 3.89

degrees..
Thus, with the confideace in the computer code exhibited by.
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the results in Figure 4 and 5, the prediéted far field pattern of
the six foot diameter paraboldid was calculated. (see Figure 6a).
In oollapsing the aperture, the measured feed horn patterps were
used, .tl.he blockage was modele_dA by a circle, eight mc‘xes in
diaseter and the surfacn errorA was ‘included. No disks were
assumed to be in plac:. The measured pattern, given in Figure 6b
shows reasonable agreemen‘t in the main bean,lfirst_sidelobe and
the average far-out sidelobes.
4, DPERIMENT

Figure 7 stows the small effect that positioning the two
disks close to the surfaala of the refléctor has upon the
performance of the paraboloid. .'l‘he two plots represent the case
‘before’ and 'after’ the disks are added. Minimum changes in
these measured patterns are evi;jent. The disas used in this
experiment were 5 ‘and 8 inches in diameter, positioned at 3 ari 12

inches from the center of the paraboloid. As a test of where, in

- the sidelove region, one should expect nulling, the combined area

of both disks, campared to the area o£ the paraboloid, can be
c.';,\'lml’at;ed. This ratio of disk area to dish area is expressed in
dB. Thus, in his case, one could expect nulling in sidelobes
lower than -17.6 dB. This cglcglation however, ignores the taper
over the disks due to the feed horn. When t:his‘ivs accounted for,

the gain of the two disks, relative to the reflector, is

calculated to be ~14.6 dB. Thus, it is reasonable to expect
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nulling to be possible at angles greater than + 5 degrees in the
paraboloid pattern, where there is sufficient disk gain to match
the gain in the dish. The plot in Figure 8 is the initial pattern
of the dish with the two disks flush with the surface. The
collection of large dots represént tne levels to which the‘ power
received was driven by manually adjusting the penetration of the
disks. Each dot reprusents one particular positioning of the two
disks. the than one can control location as well as the value of
the pattefn cancellation. Upwards of 25 dB cancellaticq was
achieved at saome locations "y moving the 5 and 8 inch diameter
disks. The paraboloid was first moved to a specific angular
position, and the disks adju:;,ted, one at a time, uniil no further
cancellation was possible. 'Nulling was attempted every two
degrees in the far field over two broad angular sectors.

No claim is made as to the uniqueness of the final posiiion
of the disks, One might argue howevzr, that a ‘global’ null was
reached at those angularl positions where the pattern response was
driven to the noise level of the receiver (-60 dB). A 'local’
©rull is r;.laimed'alt those angles where {a) ‘t.he -60 dB level was not
achieved or (b) multiple cambinations of positions of the two
disks. achieved similar, but not equal cancellation. '

'me asymuetric nmilling petformance evidenced in Figure 8 can .

be exp,l,ained in the f‘ollowing way. 0ver the range of angles + o
+42 degrees the two disks wera not shadowed by the feed support
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structures and good nulling performance is séen. Over the few

negative angles where nulling was tried, the disks were campletely

- shadowed by the feed. The poor nulling performance cbserved
- cannot be exple.ned by aperture blockage because no angular

dependence of blockage is included in the model used, i.e., the

center section of the aperture plane is simply subtracted out and

- produces an error effect over a broad range of angles, principally

manifested by a £filling in of the first sidelobg and null. The
specific reflective properties of the metal tripod, adjustable
feed horn mounting ring and the pyramidal feed horn.and their
influence on this technique will be the subject of future work.
The solid line in Figure 9a, 10a, and lla is the measured
pattern >of the paraboloid after nulling was accamplished at -40,
+9, and +15 degrees. The dashed plot is the initial pattern
before nulling. The large dot in each case represents the initial

value in the patterm before the two disks were moved in order to

o produce a null. Overall, the integrity of the main beam has been

maintained and aside from a few sidelobes that increase a few dB,
there appears to be no.unaccépiable pattern giistoftion.
- .The fi.nalpési’tion of the two disks, after nulling, is given

ir. tatular form below afier converting distance moved to phase

shift.
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. TABLE 1

NULL POSITIC 5" DISK : 8" DISK

DEGREES © INCHES/DEGREES INCHES/DEGREES :
-40 | . 0.8/160 ' 1.45/290

+9 " 2.50140 o 1.83/6 )
+15 o 0.7/140, | 0/0

Figures 9b, 10b, and 11b are the camputer predicted patterns

based on an algorithm that duplicaves the manual process of

nulling with the disks, one at a time. The final phase shift
assigned to each of the disks by the camputer nulling subroutine
is given in Table 2.

TABLE 2

' NULL POSITION
DEGREES ' 5" DISK DEGREES = 8" DISK DEGREES
-40 312 186
o 186 341
15 - 312 1357

A number of reasons can be given for the lack of agreement -

' between Tablé 1 and Table 2. The principal problems in the
experiment are (a) scatter;ing from the féed support structure (b) §
‘accuracy in @Wim the penutration distance of the disks, (c)
acchracyl in measuring the position of the null.,. and (d4) disk~disk

coupling and stray reflections.
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The principal shortcamings of the thecretical model include
(a) a lack of a description of the diffraction pattern of the
disks, (b) zimplified ray tracing tc describe disk movemeit, (c)
lack of a description of cross-polarization effects, (d)
simplified aperture blockage model, (e) poor match of feed horn
patterns, and (f) errors in measuring the paraboloid surface.

It is not clear at this time which of these effects dominate.
A rore accurate model ié under development along with diffraction
measurements of the individual disks. |

An interesting expgriment was perfomed Qsing three disks on
the surface of the 4-foot diangte: paraboloid. It was assumed
that the three degrees of freedom éfforded by this combination
would allow positioning of two nulls sixmxltaﬁedxsly. In order to
do this, two different S-band sources, separated by 6 degrees in
the horizontal were locateci in the far field. The output of the
antenna was filtered so that each signal could be monitored

simultanecusly. The antenna was positioned so that a sensibls

t of power was receiv.d at each frequency. At that point,
the sources were located at +28 and +34 degrees. Three aluminum

disks, 3, 5, and ®, inches in Giameter were located 4, 8, and 16

inches fram the centef of the paraboloid..

The three disks were adjusted, one at a time while the
received energy at the twe frequencies was monitored. A modest

amount of cancellation at both frequencies was measured
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simultaneously. Figure 12a is a plot of the antenna pattern at
3.2 GHz before and after adjusting the disks for a total of 14 dB
cancellation. Figure 12b is a plot at 3.4 Ghiz, which shows the 6

degree offset angle and a total cancellation of 10 dB. . No

theoretical model has been developed to describe the performance

~using three disks. . -

5.  CONCLUSION: _
Preliminary results have been given for a cambined
theoretical and experimental effort to modify the far field

‘ pattern of a horn fed paraboloid. Single and double nulls have

been placed in the antenna power pattern by adjusting the position
of small aluminum disks, mounted on the reflector surface.
Cancellatio,hA up to 25 .dB and acceptable distortion of the overall
antenna pattern have been measured. The <I:ont:1usion reached by
this effort is that minor modification to a reflector surface can

produce sigrificant control in the far field pattern of a horn fed

' paraboloid.
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NULL GENERATION BY PHASE PERTURBATIONS IN AN APERTﬁRE

INTRODUCTION

This work was originated by Dr.'Poirier.and Daniel Jacavanco
at RADC/EEC. Extrapolating from work on electfoétatical}y
controlled large reflector antennas (controlled in the sense
of a perfect shajpe, . i.e., parabolic, etc.) they theofized
that by distortion of the reflector in the same mannér'adaptive‘
nulling may be possible. Work by Ravens (Havens; 1983) at
AFIT showed this to be theoretically pos;ible;  However, the
control ptbSlem of a perfect shape, let alonevselective distor-
tion, appears to bé too burdensome for pracﬁigal use,

In the summer of 1983 Jacavanco demonsttafed it was éossible
to produce nulls in the pattern of a :igid reflector by mounting
discs on the reflector dish and a&jusﬁing theix distance
cff the dien. This method of null synthesis appears to offer
a new flexibility to a highly efficient and_widély used antenna
system. o | | |

While the technigue had been experimentéllykdemonstrated,
.thgre‘was-littie or:no théoreticﬁl basis for the mechanisms
proéucing the nﬁlls- Therefore, this sfudy was uﬁderﬁaken
at AFIT tolattempt to develop theoretidal-béckéround. Idéaliy
this work will produ;é'a means of predicting optimum configuréé'

tions, bandwidths, etc.
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APPROACH

Aperture integration was selected as the most straight-
forward method of analyzing the antenna system with discs
mounted on the dish. While it is well-known that this technique
is limited in effectiveness to the vicinity 6f thé main beam,
it is in this area that null synthesis has been shown effective
and is of interest."

Equations for the electric field generated by an aperture

as given by Stutzman and Thiele'(Stutzman and Thiele, 1981) are,

E, = jB o3BT iP cos¢ + P sin¢) (1)
® : 2mr x Y
- -jBr
E, = 8 53;;‘ ?osQ (Py cos¢ -‘Px sin¢) (2)

where the P-values are given by integratiqn of the aperture

elect;ic field (Stutzman and Thiele, 1981).
§ = Izﬂfa Ea (;.) ejBr' sinO COS(¢-¢')_ r',dr'dcb' (3)
‘o © a

Since'relative, not actual field strengths, are of interest,

“equations (1) and (2) are simplified.

EQ ~ (P, c§s¢ + Py sin¢) c (4)

E¢ ~ co8s0 (Py cosd - Px sing) : (5)
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To further simplify equatzons (4) and (5), the polarization
is changed to a more convenlent form~-the fields that would
be seen in-the far-field by x- and y-orlented dipoles.

‘#xvf Ey cos® cos¢ - £¢ sin¢ (6)

EY f EG cos® sin¢ + E

¢ cosé : {(7)

By inserting'équations (4) and (5) into equations (6) and
(7) and squaring the electric field (to provide a power mehsure),
we obtain: . '

|E; |2 ~ cos?® {(RelP;1)? + (Im[P,1)2}'i = x,y (8)

fhe doubie inteéral in equation (3) presents a problem

' since the discs produce discontinuities in the phase of the

aperture electric field. They prompt the use of numerical
techniques tbuevaluate the integ:al. The methecd is taken

from Abramowitz”(Abfamowitz and Stequn, 1972)

JIfx,y) ax dy -1 . wELY) F R (9)
iml . . |

where v is the area of the sections of the partitioned surface,

-the wi'sbare weighting functiods given for a particular integra-

tion scheme, and 'R is the remainder term which will be approxi-

mated as zero.,,Again;’since the v is a constant multiplier
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on all terms and only relative numbers are of interest, it ‘
is dropped, yielding

jBri sin®@ cos(¢-¢,)

n
P~tf w, E (r;) e (10)

i=) * @
To ease computer implementation, Buler's‘formhla is used

to break P into real and imaginary parts.

Re[P] . I Wi‘ﬁa(rQI‘COS(Bri sin® cos(¢—$i) +v;) (11)
i ; '

Im[P] ~ § wilﬁa(ri)l sin(Bri sin@ éos(¢—¢i) + yi)n(12)
where

E (r;) = |E (x| &7 (13)

Equations (11) and (12) are the basis for the integration
scheme as implemented. Four‘variableg of sgmmation were
ﬁsed--the real and imaginary parté of P*.énd the real and
imaginar? parts of Py—4t9 sum over the aperture plane'for ,
a given 'O and ¢ (far-field). These quantities; when

used in equation (8), yield a quantity proportional,tO'ﬁhe

"'magnitude of the electric field squared, which is normalized

to the value obtained for 0= ¢ =_O; fieldinq a far-

field power pattern point.
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MODELING

The antenna modeled is a prime-foéus parabolic refiéctor
idealized with a point source at the fdcus producing a para-
boiically tapered aperture field. The feed is assumed to
block a circular area (variable) in the middle of the aperture--

essentially setting the electric field to zero; No direct
radiation from the feed is considered.

The pola;;Zation of the aperture field assumes a linearly
pelarized feed with only the distdrtion induced by the refiector
dish consiﬁered.

The disc's effect on the aperture field is modeled as
a phase shift acros# a circular projection of the disc on
the apertufe field. No accounting is made for any amplitude
variation in the field due to the different path lengths.

' The phase shifts for the aperture field are estimated two-
dimensionally as shown in Figure 1 by computing the'distance
ffom F'Di°Ai' and subtracting it from twice the focal distanée

of the dish. '

Two appfoximati 5 are made here worth mentioning. First,
the ray tracing appr ch‘uéed does not take into account |
the actual geometrical oﬁtics path from ﬁhe disc to the aperture
:plane. All rayg reflected off the disc are assumed»tb't;avel
-on a path normal to the apgrture élane--thus,‘the spreadiﬁg
from the disc is not Jaccounted for.

Second, the disc model is two-dimensional and does not

take into account the curvature of tne disc in the third
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dimension. Thus, the phase shift has minor errors except
on the radial line running through the center ol the disc.
In both cases it is assumed the srrors !ntroduced are minor

for discs which are relatively'small in relation. to the

dish.

RESULTS

This method of breaking down ghe aperture integ;al produces
simplified equations that allow insight into the effects
produced by the digcs and methods to control theseleffects.
Equation (8) shows that the copolarized pattern-depends only
on the P vector component of the same polarization. Thus,
only‘two of the four variables summed over the aperture plane'v
control the copolarized pattern strength. The two variables

of interest are then

{Re[P 1}; = |E;(ry)| cos(Br; sino cos($-9) + v,) (14)

{Im[le}i'- lEj(ri)I sin(Br; ‘sine cos(¢-¢i)f+.yi§ (15)

where j 'is the copolarizod unit veétor énd i references the
points being summed. With no discs present let Y; = 0 for
all ‘i and giamine the magnitude of the P, 's. The aperture

. electric field is assumed to be alfunction.only of'the radial

position on the aperture plane. 'ietting‘radial‘positibn
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on the aperture plane (ri) equal a variable k number of wave-

lengths and solving for the maxima, minima, and zeroes produces

- D = L. . 16)
k = 7 5ine cos (¢~¢,) n=0,1,2, : (16)
A plot of the lines of the maxima, minima and zeroes
for the (a) cosine and (b) sine térms are shown for ¢ =0
and 9 = 10° in Figure 2. This shows that the imaginary

part cf tne P,'s components are odd-symﬁetric about the center

of the aperture p’ane. This results in the sum of the imaginary

partvof the P cohponedt equaling zero under ali url:sturbed
conditions, |

The real part of the P component therefore controls
the patternventirely in the undisturbed'case. As 9 goes
to zero, k goes to infinity essehtially allowing the summing

of the unmodulated electric field over the entire aperture

plane. As 0O increases (from zero) the cosine term increasingly

‘modulates the'electfic field until the positive and negative -
sections sum exactly_té zero producing the first null. As ¢
furtﬁer increases, the negétive‘sum of the P compohents now
dominates and continues to increase until the maximum of

the first sidelobe. (Figure 2 is approximately the mﬁximum
of the rirst sidelobe for aperture distributioh shown.) The
sum continues to oséillate alternating sign as @ increases,
pfcducihg the characteristic pattern. (Noﬁice the cosine

squared term in equation (8) has been neglected. However, its

contribution is minimal in the ranges of interest (3 dB at 45°].)
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Using thig simplified model the effects of the discs
can be examined. The discs in the model produce a phase
shift and it is eacily seen how this may cause nulls. By
'locatiﬁg the disc in a dominant zone (note the sidelobes
‘are fofmed by alternately positive and negative sums of the
Pl's) and adjusting it to produce one-half wavelength.phase
shift, the Pifs in the area affected by thc disc will switch
signs énd,'if the disc is exactly the right size, cause the
sum of the real part of the.Pi's to equal zero. Note, as
an alternative to having an exact-sized disc, a larger disc
with slightly less (or moré) than exactly one-half wavelength
phase shift will modulate the Pi's of the oppdsite sign still
causing a zero sum. . |
- The zeroing of the real part of the P;'s, however, creates

another problem since the symmetry of the iqaginary part

of the Pi's has been destroyed--thus creating a non-zero
,sum. This explains why it requires two discs to produce

a null in the pattern. In Jacavanco's original demonstration
of.this‘procedure he used two discs on the same side of center.
However, this model seems to show optimum disc placement

(in terms of uSiﬁg the smallesg Qiscs for minimal disturbaﬁcg
‘of the éverall pattern) is symﬁetrically across the center
of the dish. Using this placement the imaginary part of

the P 's regaxn their symmetry and thus once agaln sum to

zero, producing a zero overall sum and a null in the pattern.

The above discussion overlooks one problem that is easily |

solved but,requires mention. Even the simplified disc model

513




used in this rodel does not produce a constant phase shift
over the area affected. (Tne same probiem arises using over-
sized discs adjusted to less than one-half wavelength phase |
shift.) This lack of an.exact one-half wavelength is not

a major problem in the real part of thé Pi sum. However,

in thgvsum of the imaginary part 6f Pi's‘the lack of symmetry
again prevents the nulling of the pattern. A’ solution is
easily obtgihed by tweéking the‘position of the discs in
opposite directions to zero out the imaginary part of the

Pi's while maintaining a zero sum of the real part of the Pi's'
CONCLUSION

This model, whiie fairly simple, appears to e*plain
the mechanism behind ihe nuliing teéhnique uﬁing discs. Many
approximations have beer made (iéeal feed, discs’ effecté,
- ete.), and many items overlooked (feed supports, diffraction
effects, etc.). For‘felativel§ large reflectors and small
discs, these effects should be minimal.

It is not unexpected that the size of discs reéuired/
to produce a null is'relaged to the nofmal patﬁern power.
BoweQer, that the placement of the discs has suéh'a étrong
éffect on required disc éize (up to the point some positions

are useless for aulling in some angular sectors while "optimum”

' for others) is rather surprisiné.

‘It should be noted also, however, that there is no opﬁimum

placement readily apparent for all angleé. ‘It is hoped,
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with further study, to find usable placements and size to

affect nulling over the entire éattern. If this can be done,
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and the thecry shown experimentaily correct, this would be
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a powerful technique in many applications.
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ANALYSIS OF THE CROSS-POLARIZATION PERFORMANCE OF ALTERNATIVE
CSC-SQUARED DOUBLY CURVED REFLECTOR ANTENMA GEOMETRIES
PRELIMINARY REGULTS '

‘T. F. Carberry
. The MITRE Corporation
Bedford, Massachusetts 01730

-ABSTRACT

A study was initiated to analyze the cross-polarization prop-
erties of shaped beam doubly curved reflector types and to identify
the design factors that contrcl the cross-polarization levei. These
design factors were identified as: (1) the reflector surface geo-
metry, (2) the feed position, and (3) the feed polarization proper-
ties. At present, significant results are only available on the
first two factors,

The reflector surface geometries examined were threet‘old:
(1) the elevation argle strip gecmetry, (2) the horizontal strip
geometry, and (3) the focal point strip geometry. Each strip geo-
metry is formed by an fntersecting plane and designed to collimate
the rays in the transverse azimuth plane. There are different
transforming actions of these reflector geometries on the feed
illunination polarization characteristics. In general, vertical
"polarization produces poorer cross-polarization performance for each
of these reflectors than does horizontal polarizaticn. In particu-
lar, the focal' point strip reflector produces a substantially worse
performance than the other two reflector geometries.

Thé feed position of an offset shaped beam reflector is much
more fiexible than a paraboloid because the rays exit at wide angles
and do not intercept the feed. This allows a much higher feed
position that will yield significantly reduced cross-polarization.

The study, thus far, has not extensively examined feed types in
detail; however, the study is continuing and will examine feed
technicues that will result in lower cross-polarization.

1.0‘ INTRODUCTI(lN - The cross-ypolva'rization component of an antenna
is an important antenna pert‘ormanée paranatet". - Its importance is
similar to the antenna sidelobe level. For exannle the relative
‘cross-polsarization field r~omponent measures the vulnerability of the
system to oross-polarized interfering signals. A relatively low
cross-polarization level is necessary to prevent ei'rjoneous detec-

. tions or jamming from cross-polarized signals.
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Most of the literature on refléector antenna cross-polarization
has been devoted to paraboloidal reflectors [1, 2]. Particular
attention has been directed toward offset paraboloidal reflectors
that eliminate feed blockage. iowever, offset paraboloidal geo-
metries tend to significantly increase cross-polarization levels [3,

4, 5, 6]1.

Unfcrtun'ately. little data has been pubrlished on the cross-

' polarization performance of CSC-squarsd Shaped—bean. doubly curved
reflector antennas, This is understar{dable since the use of para-
boloidal reflectors is much more extensive than shaped-beam, doubly
curved reflectors, and the literature reflects this disparity}. ‘
Further, the shaped beam (vice the paraboloidal) reflector gewetry
4is much more complex and is designed to i)rogjuce a principal polari-
zation fleld distributicn over a much wider angular sector in the
elevation plane. As a result, the reflector design also produces a
cross-polarization field distribution over the same angular sector.
However, the limited data available on this antenna's cross-
polarization performance introduces substantial uncertainty concern-
ing tﬁe vulnerability of the antenna to cross-polarized signgls.

2.0 ANTEMNNA DESIGN FACTORS -- Both the principal and cross- .
polarization components of the far-field distribution of a CSC-
squared, doubly curved reflector are basically a fungtion of three

antenna design factors: (1) the reflector surface geometry, (2) the
feed position, and (3) the feed polarization characteristics.

2.1 REFLECTOR SURFACE GEOMETRY -~ The design brocedures'ot thé
shaped-beam, do'ub]:y curved reflector (figure 1) are well estab-
lished. The reflector surface design is actually based on two
reflector surface parameters: (1) the'reﬂector central section,
and (2) the reflector azimuth collimating strip. For design pur-
poses, these two factors are asqmed to independently determine the
elevation plane patterh (in the x-z ‘plane). and the azimuth plane
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patterns (planes orthogonal to the x-z plane), respeétively; The
reflector radial dimension p , therefore; can be deccompesad into two
, components (figure 1): (1) the centrallsecbor postion vector Py
and (2) the strip position vector Py+

SURFACS)

Figure 1. Basic Shaped-Beam, Doubly Curved Reflector Geometry and .
Far-Field Pattern Characteristics

The reflector centrél section is syntheaized'to properly shape
the beam 1n the elevation plane'by "spreading® the energy according
to a CSC-squared power function. The cent.rai section design proce-
dures are based ‘on the prineiples of geometrical optics. conserva-
tion of energy, and differential geometry. These ﬁroéedures are
well described in the literature (7, 8]. Basically, the design pro-
‘cédur'es determ‘inévt.vhe central section radial dimension P, as 5
function of the central section angle ). The central section
radial dimension pc can Be expressed as o
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Po = ix, + kz, , : (1)

The J':c. z, coordinates are simply (note Y, = o):

o P, siny ' ~ (2a)

2z, = - p, COSY ' . - (2b)

[+]

Using A. Brunner's [9] terminology, there are three possible
types of reflector strip geometries defined by the colli_mating strip
section used to focus the azimuth beam (figure 2); they are: (1)

'~ elevation angle strip geometry, (2) horizontal strip geometry, and

(3) focal point strip geometry. The conventipnél technique is thé
elevation angle strip where the strip is formed by planes parallel
ﬁo the direction of the elevation angle ¢. This strip geometry is
well described in the literature [7, 8, 11]. In this geometry, the
strip forms a parabola in the intersecting plane defined by the
elevation angle @ (plane 51). As noted by Brunner (9], this is not
the only way to position the intersecting plane. Fo_r example, the
intersecting plane could be horizontal (plane Ez) and generate a
horizontal strip. The geometry of the strip is defined such that '
the rays reflected from the strip in the direction' 8 will travel

‘equal path lengths so that the wave in the direction 8 is a plane
' wave, Similarly, the intersecting plane could be also a plane

)} generating a.focal point strip.
and the focal point

through the focal point (plane E3

Both the hori{zontal strip geometry in plane Ez

"~ strip geometry in plane -E3 are gllipses. ~ The advantage of the
latter two geometries is that the‘ret‘lec‘:.or contour provides e more

efficient surface area for typical feed illumination functions.

Since the three reflector geometries use the same.central

'section‘geome.try. the only dj.fference"is ’ps, .Thus, the renecltor-

strips' x_, y,, 2, coordinates are different for the three reflector

s
strip geometries (see table 1). As shown, each set of coordinates

is'a function of y and . ' The ‘imbort':ant design factor is the
reflector depth factor (d('.y.a/;)) which varies with strip geometry.
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2.2 FEED POSITION — The feed position of an offset paraboloid is
restricted to avoid biocking the reflected rays emanating from the

reflector. Blocking can increase both sidelobes and. the cross-.
polarization level. l'l'hls restricted geometry and the attendant’
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‘geometric asymmetry also limits what cross—pdlariza;ion level is
achievable with an offset paraboloid (graph a in figure 3).

However, the properly designed conventional "C-shaped"” shaped-beam
reflector forces those rays that copld introduce blocking to exit
the reflector at sufficiently wide angles (see graph b in figure 3) .
to avoid the block_ing condition., As shown, this reflector type
allows much greater flexibility in the position of the feed than is

pbssible with an offset paraboloid., The feed position geometry that .

aust bg maintained to avoid blocking is illustrated in figure &4,
Using ray theory aid gecmetry, the condition to maintain no blocking

based on ray theory is

AX - pcsinw
pccoa;/;

tan @ = (3.)
_where AX ;I.s the distance bétueen the passing ray and the feed along
the x-axis. To avoid blocking Ax>0; thus

0> -y ' ‘ 4)

where 9 ‘= reflection angle (wif.h respect with the z-axis) based on

ray optics,

This condition cannot be achieved with a completely offset rée&
(e.g., the feed position corresponds to the same x-axis position as
the bottom of the reflector). However, this condition can occur if
tpe'positicn of te tfeed moves up on the x axis,

2.3 FEED POLARIZATION CHARACTER.ISTICS ~= As noted by several
aut.hérs (2, 4], the feed polarization characteriatiéé have a
dominant influence on the fér-field cross-polarization character-
istics of the reflector. In this initial effort, a sﬁmple ray
theory model expressed in terms ofvthe three orthogonal Cartesian
coordinates is used to describe the feed polarization character-

istics (see paragraph 3.3).
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Figure 3. Feed Position Versus Reflecto‘r, 'Iypé
(No Blocking Condition) '

La = ~plé,) oin ¢,

Figure 4, Feed Position Required to Avold Feed Blocking for a
Shaped-Beam Reflector :
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3.0 REFLECTOR ANALYSIS PROCEDURE —- This section describes an
snalysis procedure to calculate the radiaticn pattern performance
from the shaped-beam, doubly curved reflector. There are a variety
of methods that can be used to calculate the radiation pattern
(e.g., the aperture plane method). Although it does not account for
edge diffraction effects, the current distribution method using the
phyaical optics approximation is a well-established procedure that

yields accurate results near the main beam of the reflector antenna
[16]. This procedure also accounts for cross-polarization due to
axial (z-directed) current flows that are not ~ccounted for in the
aperture plane method, However, to accurately calculate the scat-
tered field, the incident field as well as the reflector surface
must also be adeqhately characterized. '

3.1 CALCULATING THE FAR-FIELD PATTERN — The radiation properties
of an antenua can be expressed in terms of a field vector. A more
convenient form, however, i1s to express the radiation pattern as a
scalar function that is the dot product of a transverse unit vec-or
and the fleld vector radiated from the antenna at that observat..n
point (figure 5). Mathematically, the radiation field pattern (E)
is expressed (using Silver's [8] notation):;

~ . .
E=B 1a“1’ . (5)
where
B =

constant of proportionality
?az far-field transverse unit vector at observation
point 0 (a refers.to the defined angle associated

with the observation point)

T = field vector at observation point 0
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The fleld vector (_I') at the observation point can be expressed
as a surface inte,ral of the field contributions o. the current dis-

tribution over the entire reflector surface.

7= fﬁ?s-:x’u-ﬁﬁ exp [+ik B-R] dsS (6)
S ' .

:
Figure 5. Generalized Far-Field Coordinate System and " :
Field Vector Geometry
where ' .‘
._1’31 = current density vector distribution on ' . E:
reflector surface , . - O
i o= Ja ' T
kK = 27/A | | o | Sk
A = wavelength ' ;__
R 2 far-field observation position unit vector

dS = reflector surface differential area :

3.2" THE CURRENT DENSITY VECTOR -= The current density vector can be ' ' :——-
accurately calculated by the physical optiés approx imation. The
physical optics qpbroxmation is a method that calculates the
induced currents on a metallic conducting surface forming a b
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reflector anbéhna from uhiéh the far-field r;diation_- pattern can -
then be computed. The reflécting surface (see figure 1) is usually
dividad into two regions, S1 and S

Region S, is the region

illuminated by an incident wave of‘zknown chara::teristic‘; '(e.g..

_ , i3 defined as the
shadow or nonilluminaced region (assuming ray theory governs the
properties of the illumination function). As shom inl figure 1, S’Z

is the rear or back of the reflector. The closed curve ) separates

amplitude, phase, and polarization). Region S

S‘l from 32. The physical optics approximation for the induced
current on the reflector surface S is: ' E

'?31 =2 (/"\1 X ikfimg) on S, .:"'- . (Ta)
and - .3;2 =0on s, . - (7b)
where 91 = unit nonmlil veétor on reflelc_:tor surface S1 .

| ﬁine = incident magnetic field vectoi-

Thus, to proceed, it is necessary i{s to describe the incident

field ﬁm

c and the reflector surface parameters (51.E. ’51 and d4S).

' The physical optics theory énployed in thls analysis for a re-
flector antenna assumes the following conditions: _('l) the reflector.
surface is relatively large in terms of wavelengths, (2) the reflec-
tor surface 13' a perfect smooth conductor with a'.radiu; of curvature
exceeding 1 or 2 waveléngths. (3) one portion of the reflector does
' not shadow another, (4) 1ntqraétions between reflector and 'sou'rce., '
- currents are negligible, (5) the currents at the 'shadow boundary are
continuous.‘,'and. (6) mutual coupling of surface currents is neglec-
ted. It should be boted'that the physical optics abproxha'tion does
not account for edge diffraction effects, blockage effects, feed
spillover radiation, and actual currents on 32. There!_‘ore, the pro-
' cedure may be i{naccurate rqr calculations aupstantlally off the main
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beam. Other techniques such as the geometrical theory of diff‘raé-
tion must then be used. However, for this application, the accuracy
of the physical optics method is considered more than adequate.

3.3 FEED POLARIZATION MODEL -~ The feed polarization model is based
on a geometrical optics theory model to calculate the current dis-
tribution on the reflector using the physical optics approximation.

The normalized incident magnetic field can be expressed as the
following vector expression: '

RVIRY
CG( ¢, 9") :
Bine = — > [P x € exp {-3kp)  (8)

where c /2

"

2 (Has€o)’Y (P /um )
total radiated power of the primary feed
reflector feed 111m1natio'n amplitude

function ( Y. ¢’ are the primary feed
field coordinates)

G, W ¢)'72

p = radial dimension between feed phase center and
~ reflector surface position (y, ¥ )

L

"

and Allunination electric field polar‘_i'ution unit

. vector incident on the ret‘léc't.oz'

This expression takes a'dvahtage of l’.hé fact that the incident
inagnetir"_ field 1is ‘orthogona_li to 'thq illumination electric field
vector, The polarization of the geometric optics t‘i'elcli is constant
aléng a ray. The incident field polarization at the refllector sur-
face can be ‘calculated by specifying the characto_ristics of the
incident wavefront and the polarization of the reflector feed.

Normally, the incident wavefront 1is a&smed to be spherical so that |
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it is possible to express the polarization unit vector simply as
_[11. 12, 13, 14]:
~ P~
.. Px [etxp] )
- ;6:( [’e‘fx o] .

This expressiof. was derived by taking advantage of the fact
that the polarization unit vector is orthogonal to the reflector
position unit vector D and assumes that the feed polarization unit
vector ’e‘f {3 coplanar with the polarization unit vector. The feed
polarization unit vector is normally expressed in terms of orthog-
onal‘linear polarization vectors as shown below -

‘4 "yerticzl™ polarization . (10a)
@f z J "horizontal®™ polarization ©(10b)
k ™longitudinal™ polarization (10c)

Combining each separately with equation (9), the polarization unit

vector for each linear component can be determined.

I ’e‘t. i (an x~directed cr' vertically polarized feed), then

2 .2 ‘ ‘
e . e ojyy das o an
; _ P\Y +2 )

J (a y-directed or horizontally polarized t‘eed).' then

=4
o>

A - ixy ¢ 1(x2+z2) -kyz | |
'eh z ~s r-——L - (12)
. P \/x + 2 ' L

If 'e‘f = k (a z-direcied or longitudinally polarized fleed), then
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A . = ixz - jyz ¢k(x2+y2) ' (13)
L 2 2 ' |
P X" + Yy '

[

These feed unit vectors can be furiler combined to represent
more camplex feeds by proper weighting accordirig to amplitude and
phase (assuming the phase centers . are the same). (ne simple geo-
metry is the inclined feed (see figure 6) with the feed pclarization
vector ’e\r tilted in the x-z plane by the angle zp3. along the x
axis. The inclined feed polarization can be expressed for these
conditions as: '

N

€. = 1 cos ¢I3 + ksin g (134')

where ¢3 represents the feed tilt angle with respect to the x-axis.:
As shown, an inclined polarization (:'-directed) feediintroduces a

longitudinal calponerit. along the z-axis. The polarization unit vector
for an inclined feed with the polarizatioh vector in the x-z plane is

1 1(y2e2%) <ixy -kyz ~1xz-Jyzek(x2+y2) 3
=z { s cos Y.+ sinyt} (15)
P Y 22 3 \/;! 2 vl |

y

1A-19.000
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3.4 THE SURFACE NORMAL UNIT VECTOk/DIFFERENTIAL AREA — The remain-
ing problem is to describe the reflector surface in terms of the
normal unit vector 1 and déscribing a differential area dS. To
accomplish this, it is necessary to express the differential reflec-
ter position vector db" in terms of the independent but nonorthogonal
coordinates y and ) [11]. The differential equation relating d3 to

y and ¥ is: |
d"’ o8 d aﬁ 16
=50 Y *5 . (16)
Lettin . 7 0P (172)
8 V. 5y
- . 98
and ?y =3y (17b)
S = ?w dy (18a)
=
o= ’ b
»and 3y ' -rydy | | (18b)
Then dg = '?’vdw + ‘r’y dy (19)

-—d
3; + 3
A\ y
where —Sf’ and § are the sides of the differential area dS which is
an 1nf1n1r.esma1 parallelogram, and ?v and ? are designated as the
surface tangential vectors. It is now a aimple task to express the

normal unit vector f as:
? 17, |
= - o ' (20)
| |7y 7y |
The differential area dS can be expressed ac

ds = l? x? | = 'i-?' x 7, ldwdy' (21)

a
n

To derive tha espressions for the reflector surrace nomal unit
. vector ? and dif!‘erential area dS, it is nec«ssary to perform the
yector operations in terms of an orthogonal ‘coordinate system such
~as the Cartesian. Thisl is qutte simple since equations have already
been derived that relate the Cartesian coordinate system to’ the y.‘ﬁ '
curvilinear system: thus,

AP B

K
o
.
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N ' ap ax 3z :
- . 22
VT Tw YW (22)
. 9P _éi 92 ' '
and . : ?-Y-.a Sy * J+k =— by _ . (23)
' : 1F +3JF +«kF _
Thus = - —— z (24)
: . Fx +Fy +Fz
s 2 2 2
and . ds s \/Fx +F 2 a2 apay (25)
-z, B '
whgre F_X' = _é—lZ' : - (26a)
| g L[d%) [ dzy_ ([ 0x) /3z) .
E Fy ’( oY ( y/)r ( 'v) ( dtll) ’ (26b)
PR dx ' :
. and Fz 2 - 3‘#— . : (26¢)
. dx 9% 9%
but aw- ) + S ¢ (2I7a)
qz - éfg +‘523 127b)
Y oW W
4 axs
-a—y=gy— ; . - (27¢)
N.q
Sy 1 (274)
Y ‘
9z __8 .
and 3y © oy ' (27€)

The central section derivativas are listed 1n table 2. The '
'central section partial derivatives are common to all three reflec-
tor geometrie-. ‘The only change in the surface partial derivative
1; etfip section pgrtial derivatives..,Tablg 3 presents the strip
' section partial derivativqsg '

3.5 THE FAR—FIELD PATTERN INTEGRAL —— Thus, equation (1) can now be
- reexpressed as a double integration or
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e > . R TS ‘ :
- RRSEFD, FAFL AN LR Y LIS T RS T Y i e S SO
:

. _% Uy (y)
E(@ . =B /sz.w)ww @, Y PK@ . B, v, ) dPdy
-hoyw | (28)
2. -
Jﬂ(y.c,b) = current ampliti.lde distribution on the
. - reflector surface

vector form factor

W, ,y, ¥

and K(@®, ¢ .,y,¥) = phase }actor

where lﬂ’(y)' and l/fa(y) are the limits of integration of i’ along the

reflector boundary 3" and L, {s the maximun horizonrtal dimension of
the reflector along the y axis.

Table 2
Reflector Central Section Derivatives

s %,
1A-70,687 ] ' dy

9y, |
gy 0

-

=p.cosy ([l +tanytan()]

Qs
-

5_3% = pe cos w [tan y - tan ('_’/a)l

3.5.1 ‘Far'-Field Coordinate Systel'n.‘ The far-field coordinate' system
is also expressed in terms of the Cartesian system to perform the .

" vector operations. The principal constraint on the observation
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Sur face Derivative Expression for the Candidate Reflector Geometries
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point is that it remain on a spherical surface about the feed excita-
tion point F so that |R| = constant. The far-field coordinate system
was chosen to parallel the standard procedures.used to measure the
elevation and azimuth patterns of a shaped-beam, doubly curved re-
flector antenna. The elevation pattern is measured in the x-z plane
(corre,spondiné to ¢ = 0 degrees) and azimuth planes are measured in
planes perpendicular to the x-z plane at specified values of 8, as

. shown in figure 1. Clearly, the cross-polarization canponént should

be defined with respect to these blanes to facilitate comparison with
measured data, The definitionlot‘ cress-polarization 1s based on
Ludwig's [15] third definition of cross-polarization which also par-
allels standard antenpas range measurement practices.

Figure 7 illustrates and compares the conventiorial coordinate
System and the modified system used in the calculations. The
modified far-field coordinates can be exnressed as [11]: '

R = 1 cosdP sin@ + J sind + k cos P cos @ ' (29)
To= 1sinPsin@+ jcos -k sind cos @  (30a)

and ?d= or » ‘
TQ = 1cos@-ksin@ ‘ (30b)

3.5.2 Vector Form Factor. The vector form factor actually is a

scalar quantity that includes all vector operations not included in
the phase t‘actor.. -The vector form factor 1ncludea the various vec=-
tor parameters (the unit normal vector n. the illumination polariza-
tion unit vector €, and the far-field unit vector T) that are
incorporated in the integrand Theret‘ore. the vector form factor:

is°
' AN LA A " . ' '
w(8.¢.y.w)=1a(nxpx@}|?yxrw| (31)

This equation must be separately defined for each feed model anr‘
far-field vector 1
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.
h\‘ [
[
L) |t ‘
L]
14 -~
)
L]
x
) CONVENTIONAL SPHERNICAL . ) MOOIMED SPHERICAL
COORDINATE SYSTEM COORDINATE SYSTEN (BASED OM
. STANDARD MEASUREMENY
PROCEDURES}

Figure 7. Conventional and Modified Spherical Far-Field .
Coordinate Systems

The vector form factor can be expressed in six ways ( @ and' P

cut-patterns for three orthogonal feed polarizations): (1)@ -
vertical, (2) @ - horizontal, (3) ¢ - vertical, (4) ¢~
horizontal, (5) @ - llongitudinal. and (6) ¢ - longitudinal. Aiso.
the vector' fom factor of a tiited feed is preaentéd.'

"on *

The € - vertical vector from factor is:

(yF + 2F )coa @ +2F sin 8 ,
W, o= 2 . X T (32)
Qv \/;2 . ;2 | -

The . @ - horizontal vector form factor is:

[x cos @ -2z s3in @ ] B .(33).

L 3
4
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The ¢ - vertical vector form factor is:

¥ = {[yFy+ze] sin ¢ sin @ +Fx[¥c030

ov
' : o (34)
' 2. 2 )
=z sindcos @1} /\[y  +2
and the ¢ - horizontal vector form factor is:
Wy, = - {[x sin @ + z cos @} Fy sin @ .
' . (35)
' 2 2
+ [zF, + xF ] cos ¢ JV/ \ [y~ +z
The 8 - longitu;iinal vector form factor is:
. xF_cos @ + (xF_ + yF) sin @ : '
W - k4 ‘ X -y . : . (36)
oL 2
. X +y

The ¢~ longitudinal vector form factor is:

sz' cos P~ xF, sin Psin a. (xF + yFy)sin Pcos @

YL = 5" '
: x +y (37)

The vector form factor of a feed tilted in the x-z blane by the angle

l/l with respect. to z-axis is basically the weighted cambination of
the vertical vector form factor and the lorgit.udinal vector form fac-
tor. Thus, the a -longitudinal vector form factor is:

W, . =W cogdlso-w

fincl ov oL

sin x/13 : (38)
and the ¢ ~longitudinal véctor form factor is:

WoinolL . = Ypy ©O8 w3 +W°L sin !113 (39)
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3.5.3 Phase Factor Term. Since the far-field coordinate system has
been defined, the phase factor term K( @ ,¢, ¥,¥) can now be
expressed as:

K(O, 9, Y.¥) = exp {~Jk[p -x cos ¢ sin @ (40)
-y sin® - zcos @ cos 8]}

4.0 COMPUTER RESULTS -- The previous equations were programmed in
BASIC on an HP-9826 computer. Several test cases (described below)

were run.

4.1' ASSUMED ANTENNA PARAMETERS —~ The reflector feed is assuueq to
be a rectangular horn with a pattern based on a rectanguiar aper-
ture. Table 4 presents the assuned feed radiation chéracteristics
- for the y-polarized (horizontally polarized) feed and the x'-
polarized (inclined or vertically pélarized) feed. In all cases
,studied, the feed beam naximun was pointed toward the mid-point of
the angular sector subtended by the ret‘lector.

rThe basic parameters held constant duririg the calculations are:

12\Jreflector height

21!) ard width (W = 1)
(angular sector subtended by reflector
in x-z plane)

<

(V)
[

=< -
" n "

Elevati n pattern - CSCZ 0 from 4° "to 40° (definea central
seation) '

Ay = 1.8A, By = 0.7A (horizontally polarized feed dimensions)

Av = 0.8\, Bv = 1.4) (vertticaliy polarized feed dimensions)'
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Table 4§
Assumed Reflector Feed Characteristics

[ u-nm )

WTDN ELECTRIC FIELD ! ASSUMED
UNIT VECTOR OISTRIBUTION P“TEM‘FLNCTIO“
, - o 0] =
“[—r" [—rq
i Eocon 21 ﬁr{ ,,,[2::. ] m[?j
. B {8

NOTE: ux sin .’ cos o'
sz giny' 8o’
o'= tan’ (xv)
Ve o8 (2o}

4,2 THE CROSS-POMRIZATION PROBLEM —- To illustrate, the principal
and cross-polarization patterns were taken on an elevation angle
strip reflector (H= 12A and W=24) ) excited with a vertically polar-
ized. feed completely offsat W = 0°, lI/ = 64°, ¢’3 = 32°). The
‘reflector cen;ral section was designed to shape the elevation pat-
terns according o a CSC2 function between 4° and '400. ‘ Figure 8
presents the principal and cross-polarization patterns of this re-
flector. Graph a of figure. 8 .presents the elévaﬁion principal
polarization pattern (¢= 0 degrees). Graph b of figure 8 presents

azimuth cut principal polarization patterns at O = 0°, 12°, 24°, and

'36°. As expected, the beam width increases slightly and the t‘irst

" sidelobe relative amplitude tends to increase (with respect to the
azimuth pattern beam peak) with elevation angle. Since the near-in .
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sidelobes are also a measure of-vulnerability of the antenna to
interfering signals, the peak sidelobe level is a useful measure to
compare the cross-polarization level against. Clearly, to assure
that the vulnera'bility ¢f the antenna to cross-polarization inter-
fering signals does not exceed that of principal polarized interfer-
ing signals, the cross-polarization level should not exceed the peak
sidelobe level. ' As shown in graph a of figuwre 8, the relative
'crosb-polarization patterhS'produce peak cross-polarization levels
that may bebsubstantially higher than the peak sidelobe.

'3.3' REFLECTOR/FEED POSITION GEOMETRIES -~ Computer patterns were
calculated for each reflector geometry discussed in section 2 with
the feed position varied from completely offset (I.a = 9) to a
position physically centered (L_ = H/2). '

Figure 9 presents a camparison of the peak sidelobe and cross-
polarization levels as a function of t.hé elevation angle H and feed
polairization (vertical and horizontal) for a feed in a completely

‘ott‘set positidn ‘( ;p1 z 0°, ¢r2 = 6u°. apd dl3 = 3‘40). As shown, in
most cases, the cross-polarization level exceeds the peak sidelobe
level over most of the elevation sector of interest., In some cases

the difference is in excess of 10 dB.

For a vertically polarized feed, the relative cross-polarization
level imreéses with elevation an:;ie. (mis'is the difference between
" the peak cross-polarization level and the elévation plane pattern gain
at a specific el'evlation angle,) Also, a focal point strip reflector
tendé to produce significantly higher cross-polarization for a ver-
ticaily polarized feed near the beam peak. Also, for a vertically
. ‘polarized feed the relative cross-polarization level tends to Se rela-
tively constant over wide regions of. the élevat:ipn sector. However,
for all reflector types excited with a hor,izontally polarized feed,
the peak sidelobe level increases in vv"alue as the elevation angle
increases from 6= 0° to the beam peal and then tends to decrease

(or 10&91 off).
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a. Elevation Strip Reflector,
Vertically Polarized Feed
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c. Horizontal Strip Refleutor,
Vertically Pclarized Feed
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e. Focal Point Strip Reflector,
Vemically Polarized Feed
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b. FElevation Strip Reflector,
lbriwntally Polarized Feed
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d. Horizontal Strip Ref’lector.
Horizontally Polarized Feed
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f. Focal Point Strip Ret'lect.br.
" Horizontally Polarized Feed’

Figure 9. Comparison or the Cross-Pola"ization Charactertstics

for the Three Reflector Geametries for i = 0°, s 64° 11/3
as a Function of Elevation Angles Jnd Feed Pglariut.io
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Figure 10 presents a similar compaf'ison for the same reflector
type but with the feed position moved up such that (p’ = -1’60. ¢’2 =
n8°. and ¢J3 = +16°. The feed dimensions are the same as those used
in figure 9. As shown, the cross-polarization characteristics are
notic'eably improved. For vertical polarization, the cross-
polarization level over the elevation seétor has similar shape char-
acteristics but the relative level 'is reduced. (However, the peak
sidelobe level also tends to be reducéd.) For horizontal polariza-
tion, the effect is most significant since the cross-polarization
* level i3 often below the peak sidelobe level, Of interest are
graphs d and f in figure 10, _which illustrate that the peak side-
lobes for both the horizontal strip and focal point strip ref’lectors
tend to increase with elevation angle while the cross-polarization
level continues to decrease. The elevation angle strip reflector,
however, produées results where both the peak sidelobe and cross-
polarization levels are cdnparéble over a wide angular sector — a
desirable condition.

Figure 11 presents a similar comparison for the three reflector
types with.the feed position moved further up such that {[l] = -32°.
z/;z = +32°, t[/3 =z 0°|. Again, the feed dimensions are identical. A.s.
shown, for a vertically polarized feed (with the exception of the
focal point strip reflector), the cross-polarization level continues
to reduce. However, for the focal point strip reflector, the péak".
‘cross—pqlarization level increases substant'ially. For a horizon-
tally polarized teed, the cross-polarization lé'vel decreases to
' values substantially below the peak sidelobe‘ level.

4.4 FEED POLARIZATION CHARACTERISTICS -- For a parabgl"oid. {t is
well known that if the feed conéia;s of a. pair of cross electric and

magretic dipoles of equal strength, the induced cqrﬁents combine to
produce zero cross—pblarization. h'lhile. a shaiped_bgram reflector is
much more complex, it is believed that this tééhnique. ot"canbinj.ngl
electric an! magnetic radiating elements (but of unequal strengths)
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a. Elevation Strip Reflector, b. Elevation Strip Reflector,
Vertically Polarized Feed Horizontally Polarized Feed

-
f
]
]
e

c. Horizontal Strip Reflector, d. liorizontal Strip Reflector,
Vertically Polarized Feed ' Horizontally Polarized Feed
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e, Focal Point Strip Reflector, f. Focal Point Strip Reflector,
Vertically Polarized Feed Horizontally Polarized Feed

Flgure 10. Comparison of the Q‘oss-n-Polarization Characteristlcs
for the Three Reflector Geometries for i, = 16°, 2 48°, W 2 16°
as a Function of Elevation Agles and. Feed Pglartzatto
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Figure 11, Cohparison of the Cross—Polarization Characteristics o
for the Three Reflector Geometries for ., = 32°, ¥ = 32°, ¢3 =0
a8 a Function of Elevation Angles Jnd Feed l-bi”arizatlon ,
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can be adapted to the shaped-béan reflector. At present, an inves-
tigation is underway to explore this technique.

5.0 SUMMARY AND CONCLUSIONS —- In this study, several design fac-

tors influencing the cross-polarization level were examined. For

the reflector surface geometry, it was found that the cross-
polarization performance for the three reflector geometries Opérat-
ing with vertical polarization was generally poorer than horizbntél
polarization for higher elevatior angles, The focal point strip
reflector tended to have .significantly poorei- cross—p&larization ‘
performance for vertically polarized feeds. The more signifi’eaht’--
design factor a.ppeared to be reﬁector feed position. As‘the' feed
position offset was reduced, the cross-polarization level was
greatly reduced.: -
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‘ probes that measure the electric or magnetic field at a point.
. Data sampling s‘pacing}' efficient gan'putati‘onal methods, and

PROBE CORRECTION FOR NEAR-FIELD ANTENNA MEASUREMENTS

Arthur D. Yaghjian
' EM Techniques Branch
Electromagnetic Sciences Division
Rome Air Development Center
Hanscam AFB, MA 01731

ABSTRACT
To quote Kummer and Gillespie (Proc. IEEE, April, 1978),

"The antenna measurements’ problem is now of equal difficulty with
that cf design; now the antenna engineer often has to design the

" antenna as well as the method of measurement." In addition they

state that "The near-field technique may well became accepted as
the most accurate technique for the measurement of pd.aer gain and

- of patterns for antennas that can be accommodated by the measuring

apparatus.,” However; in order to accurately determine the far
fields of antennas from near-field measurementé, one has to
correct, in general, for the nonideal response of the measurement
probe. In this paper we review planar, cylindrical, and spherical
scanning; and show how probe correction can be introduced as a
simple nodifica;ion-td near-field scanning with ideal dipole

experimental errors involved with near-field measurements are alst#
discussed. ' ‘
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1. BRIEF HISTORY OF NEAR-FIELD SCANNING

The development of near-field scanning as a method for
measuring antennas can be divided conveniently into four periods:
the early experimental period with no probe correction
(1950-1960), the period of the first probe-corrected theories
(1961-1975), the period in which the first theories were put into
practice (1965-1975), and the period of technology transfer
(1975-1984) in which 35 or more near-field scanners were built

~ throughout the world.

1.1 Early Experimental Period (No Probe Correction)
Probably the first near-field antenna scanner was thé

"automatic antenna wave-front plotter® built around 1950 by
Ba  ett and Barnes1 of the Air Force Cambridge Research Center.
Alt.:ough they made no attempt to 6dnpute far-field patterns fram
their measured near-field data, Bai'rett and Barnes obtained
full-size maps of the phase and amplitude variations in front of
microwave antennas. Woonton measured the near cields of
diffracting apertures and critically examined in his 1953 papérz
the assumption that the voltage induced in the probe is a measure
of the electrié field strength. Richmond and 'I‘ice3 in 1955

. experimented with air and dieiectric-filled, cpen-ended

rectangular wavegui_de probés for measuring the near fields of
microwave antennas, and campared calculated far fields with
directly measured far fields. ~ For an X-band cheese aerial, Kyie
(1958)4 compared the far-field pattern obtained &:‘rectly on a
far-field range with the far-field pattern camputed from the
near-field émplitﬁde and phaée as measured by an open-ended
circular waveguide. In 1961 C_lqyton,' Hollis, and ’Dee‘gardins'si
canputcd ‘the principél far-field E-pladne pattern for a
l4-wavelength diaxﬁeter reflector antenna fram the amplitude and
phase of the near-field distribution.. They obtained good

agreement with direct far~field measurements over the mainbeam and
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first few sidelobes.
1.2 First Probe—Corrected Theories
All of the‘experimental work of the early period
assumed basically that the pcobe measured a rectangular ocamponent

of the electric or magnetic vector in the rear field. Same early
theoretical work-/-9 applied approximate correction factors in’
order to account for the finite size and near-field distance of
the measurement probe. In 1961 Brown and Jull10 gave a rigorous
solution to the probe correction problem in two dimensions using
cylindrical wave functions to expand the field of the test antenna
but plane waves to characterize the probe. However, it wasn't
until Kernsll reported his plane-wave analysis in 1963 that the
© first rigorous and camplete solution to the probe correction
problem in three dimensions became available. Kerns's NBS
monographlz, which provides a camprehensive treatment of the
"Plane-Wave Scattering~Matrix Theory of Antennas and
Antenna-Antenna Interactions”, is the definitive work on the
theory of planar near-field scanning.
Prob&ocmpensated'cylindrical near-field scanning was
extended to three dimensions in 1973 by Leach and Paris13 of the
Georgia Institute of Technology (GIT).' Characterizing the probe
as well as the test antenna by cylindrical wave functions, they
developed tpe theory, presented sampling criteria, and petfohned
measurements on a slotted waveguide array to verify their
tehcnique. Latef, laorvgioi:.t:i14 'y using a plane-wave representation
for thé probe (as in the originallpaper of Brown and Julllo), and
Yaghj ianls, vusing a ,u'niform asymptdtic expansion of the Hankel

function, derived an approximate probe correction for cylindrical '

scanning that approaches the simplicity of the planar probe
correction. _
The probe-corrected transmission formula for near-field

scarning in spherical coordinates was derived by Jensen16 of the
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Technical University of Denmark (TUD) in 1970. However, the
transmission formula could not be "deconvolved” in practice to
obtain the required spherical mode coefficients of the test
antenna until Wacker's NBS report of 197517. In this report, he
showed that the use of a circularly symmetric measurement probe
".allowed deconvolution through orthogonality of the spherical
rotation functions with respect tc (@ ¢ ). Wacker also proposed
the use of a fast Fourier transform scheme18 to campute the

problematic € integrals. This scheme was later streamlined and
19 20.

' made more efficient by Lewis ~ and Larsen " ' An excellent account

of probe-corrected spherical near-field antenna measurements at

TUD may be found in Larsen’s thesis.
21

Wood“™ has developed an alternative spherical scanning '

technique using a Huygens probe that samples an assumed locally’
plane~wave field. Recently, Yaghj).an22 has derived a sunphfled
pmbe-oorrected spherical transmission formula in terms of
conventional vector spherical waves. This alternative
transmission formula, which is free of rotational and '
translational addition functions, can be deconvolved by means of
the familiar orthogonality of the vector spherical weves.
Yaghjian also suggests a direct canputatlon scheme for evaluatmg
the @-integrations.
1.3 Theory Put into Practice '

The first probe—corte&:tﬁed near-field measurements were
condﬁc‘ced at the National Bureau of Standards®3
lathe bed to scan on a'plane in fror;t of a 96 wavelength pyramidal

in 1965 using a

horn radiating at a frequency of 47.7 GHz. For more than 10 years
following, probe-corrected near-field scanmng was confined to
planar and cylindrical scanning at NBs2™2® ang GrT,27713/6 e
near-field measurements began around 1970. During that ‘period
planat near-field scanning matured at these two laboratories to a
-Ealrly rout:me measurement procedure for dxrectlve antennas
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direction of plane—polat scanning.

operating at frequencies from less than 1 GHz to over 60 GHz.
Sampling theorems were applied to determine da_ta point spacing,
autamatic computer-controlled transport of the test antenna ang,
probe was installed, lasers weres used 'tO»accutai:ely measure the
position of the probe, and upper-bound theoretlcal as well as
experimental and canputer-smmlated error analyses were performed
Table 1 lists same representative antennas that have been measured
at N8828 ‘ '

‘1.4 Technology Transier

The development of near-fleld measurements seems to

have anticipated the advent of specially designed antennas not
well suited to measurement on conventional far-field ranges.
During the first ten years of development, near-field antenna
measurements were confined to the laboratories of NBS and GIT.
The last ten years have seen a much wider interest that includes

‘private industry, as the appeal, but more often the necessity of

near-field techniques for measuring certain antennas has
stimulated the construction of 35 or more near-field scanning
facilities throughout the world. Figure 1 lists a few < I these
near-field facilities and their completion dates (second
géneration dates for NBS and GIT) along with a chart of their
maximum dimension and frequency capalpility.29 All the facilities
listed in Figure 1 use the planar, gyl'indril':al, or spherical
scanning methods described above, except the Jet Propulsion
Laboratory - (JPL) ',30 which takes planar near-field data on a polar

~grid rather than on the usual rectangular grid.' Like cylx.ndncal

scannmg, plane 'polar scanning requires the probe to move only on

-a single lmear track. However, no convenient sampling theorem
‘with umfom, spacing,nor camputer algorithm as efficient as the -

direct fast Fourier transform has been developed for the radial
31,32.

It would be naive to think that the interest in and
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proliferaﬁion of near-field measurement facilities has stemmed
solely fram an objective evaluation of the scientific merits of
near-field techniques. The theory, measurements, and camputer
programming required to accurately characterize antennas by
near-field scanning is considerably more extensive than for
conventional far field measurements. Thus there has béen a

natural téndency to avoid near field techniques, often in spite of '

their advantages, whenever more familiar far-field techniques can

- . be applied.

The recent interest in near-field measurements has been
generated' primarily by the development of modern, specially
designed antennas that are not easily measured on convertional far
field ranges. These antennas include electrically large antennas
with Fz‘eyle‘igh distances too large for existing or available

far-field ranges; physically large antennas which are difficult to '

rotate on conventional antenna mounts; array antennas witn many .
elements that can be conveniertly interrogated by near-field
scanning; millimeter wave antennas that may experience high

atmospheric noise and absorpticn, especially in inclement weather;

-antennas with camplex far-field patterns for which extensive
far-field amplitude (and possibly phase) data is required;
delicate antennas that experience high stress and strain under

certain rotations or changes in temperature and humidity. and that ‘

_may require counter balancing and measurement in a controlled .
environment; non-reciprocal antennas that mist be measured in the
transmitting mode and thus may produce excessive ground '
reflections on a far-field range; classified antennas that must be
measured in a secure environment; HF ;iréraft antennas (3-30 MHz)
whose image fields interfere with their free-space patterns being
measured directly in the far field; and finally antennas with
sidelobes too low to be accurately measured on conventional far
field ranges. The possibility of measuring ultralow sidelove
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antennas using planar near-field measurements was discussed by'
Grimm>>  at the Allerton Symposium of 1982.
2. NEAR-FIELD THEORY | _

A reasonable understanding of the theory of near-field
measurements is a prerequisite to a successful near-field antenna
measurements program. Although not everyone involved in '
near-field antenna measurements needs to be proficient in the
theory, there should be at least one member of the team who gains
a campetent and versatile 'knowledge of the theoretical formulation
on which the near-field measurements are based. '

The references hereinbefore form a substantial bibliography
‘from which planar, cylindric;al, or spherical near-field theory can

be studied. A few additional references may prove helpful. Kerns'
34

"translation®”  of the plane-wave scattering matrix theory of
antennas to the measurement of acoustic transducers camprises a _
streamlined, pedagogical development of planar near-field scanning
and extrapolation > techniques. The short papers by Kerns et al.

36,24 shoul’ also be consulted for a brief
37

in Electronics Letters
gescription of planar near-field analysis., The reviéw'paper
from GIT applies the Lorentz reciprocity theorem rather than a
scattering-matrix approach to derive the probe~campensated planar
transmission formula. Appel-—Hansen38 haq recently given a useful
review of the,'theory of probe-corrected glanér', cylindrical, and
' spherical near-field measurements. He provides a unified vector
' spherical wave noi:ar.ion and adepts the source scattering matrix
apprcacn of Yaghjiam.15 !aghjianag can also be referenced for |
methods to efficiently campute the mutual near-field coupling of
two antannas arbitrarily oi'iented and separated in free space.
2.1 Regions of the Near Field . "
Figure 2 depicts the regions int> which the external
fields of a radiating antenra are cammonly divided. The antenna

radiates into free space as a linear system with a sing'ie mode of
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excitation and with the single~frequency time dependence of exp
Kwt), The antenna is assumed ordinary in the sense of not being
an extraordinarily highly reactive radiator (such as a highly
supergain antenna). Another example of a "super-reactive” antenna
would be one fomed by a number of multxpoles located at a single
point in space. ,

The far-field region extends to infinity, and is that
region of space where the radial dependence of electric and
magretic fields behaves approximately as exp(ikr)/r. The inner
radius of the far field can be estimated from the general
free—space integral for the vector potent).al and 1s usually set at
20° /A + A for nonsuper-reactwe antennas. The added A covers the
. pessibilit’ of the maximum dimension D of_the antenna being
smaller than a wavelength. For the mainbeam direction this
"Rayleigh distance" can often be reduced. However, in the
directions of nulls or very lcw sxdelobes the far field may not
accurately form until cons1derably larger distances are reached.

' The free-space region fram the surface of the antenna to

* the Rayleigh distance is referred to as the near-field regxon It
is divided into two subregions, the reactive and radiating near
field. The reactive near-field region is cammonly taken to exf.end
about A\/21 trom the surface of the antenna, although experience
with near-field measurements indicates that a distance of a
wavelength ( A ) or sc would form a more reasohable outer boundary
to the reactxve near field. '

The reactive near field can be defined in tewms of
‘pianar, cylindrical, or spherical mcdes.  However, a‘sxmpler,’
physically appealing, general method defines the reactive region
of antennas directly from Poynting’'s theorem and the vector
potential, One can sthow that the resistive and reactive parts of

the input impedancé of an antenna are proportional to the real and
imaginary parts of the complex Poynting's vector integrated over
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an arbitrary surface surrounding the antenna. Thus, wherever the

" electric and magnetic field vectors are predaminantly cut of

phase, the Poynting vector will contrilute mainly to the reactive
part of the input impedance. Taking the curl of the vector
potgntial integral once to gelL the magnetic field, and twice to
get the electric field shows that the electri~ and magnetic fields
tend to be predanmantlj out of phase in req;uns within a
wavelength ( A ) or so of the antenns, Beyor? » distance of about
wavelength fram nonsuper-reactive antenna:, the eiectric and
magnetic fields tend to propagate predamirantly in phase, but, of
course, do not exhibit exp(ikr)/r dependence urtil the far field
is reached. | This propagating region between the reactive near
field and the Rayleigh distance is called the radiating near '

field. L '

Finally‘, the optical terms, "Fresnel and Fraunhofer
regions,”™ are scmetimes used to characterize the fields of
antennas. The temm "Fraunhofer region" can be used synonymously
with the far-field region, or to refer tothe focal region of an
antenna focused at a finite distance, The Fresnel region winch
extends fram about (l)/m\)’s 0/2 + A to the Rayleigh distance, is
the region up to the far field in which a quadratic phase

‘approximation can be used in the vector potential. integral. The ‘
" resnel region is a subregion of the radiating near-field region.

2 2 Scanmng with Ideal Probes on Arbitrary Surfaces
Assume we had ideal probes that measured the electric
and magnetic fields tangential to an arbitrary sqtface-s enclosing
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the test antenna, as shown in Figure 3. Then the fields outside
S, and in particular the electric far field, is given by the
vector i_(irchhoff intégral of the measured equivalent electric and
magnetic currents, also shown in Figure 3. Although the vector
Kirchhoff integral for the far field is fairly simple in form, it |
requires not mly'calibrated, ideal probes, but also the
measurement of both the tangential electric and magnetic fields
over the surface S. 'In addition, the integral generally takes a
relatlvely large canputer time catpared to planar or cyiindrical
scanning (proportional to (ka) ) to cltain one cut in the
farf-‘leld pattern, where a is the radius of the.sphere
c1ccunsc11b1ng the test antenna.

‘One can derive a modified vector Kirchhoff 1ntegral for,
the electric or magnetic field outside S in terms of the measured
tarxjentia’l electric field alone or the measured tarngéntial
magnetic field alone. Figure 4 gives the formal expression for
the electrié field outside S in terms of the measured electric
field tangential to S and the dyadic Green's function G. However,
G is impractical to find unless S suppbrts orthogonal M and N
vector wave functions. There are six coordinate systems that
support- M and N vector wave solut;ions,40 but just tnree of these -
the planar, cylindrical, and spherical - offer mechanically

com)enient scarining surfaces with simple orthogonal functions.
' 2.3 Scanning with Ideal Probes on Planar, Cylindrical, and
Spherical Surfaces ‘ ' ' ' '

‘The planar, cylmdncal, and spherical scanmng surfaces
are pictured in Figure 5 along with the electric field renresented
by the camplete set of M and N exgenfunctlons After the
anphtude and phase of the targential electric field is measured
over the scanning surface S, one finds the unknown transmxttmg
modal coefficients (T‘ T“) of the antenna under test by means of
"the. orthogonalxty mtegratmn given in Figure 5.
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| The specific eigenfunction expansions for planar,
cylindrical, and spherical scanniing, along with their inverse
orthogonality antegratlo".a for the transmissicn coefficients are
given in E‘igure 6. Again note that for each coordinate system, - oo
the desired trai.smission coefficients are determined by a
| straight-forward double integration of the measured tangential
"electric field over the scan surface. The cylindrical and
spherical wave functions (M,N) shown in Figure 6 depend only upon y
and € , respectively. Their explicit expression in terms of - b
Hankel functions and associated Legendie polynmials,
respectively, can bededuoed by comparison with similar
expressicns in references 15 and 22.
The ideal-probe planar formulas in Figure 6 as well as
the probe-corrected pianar ormulas in Figure 8 apply. to scénning
| ] in rectangular coordinates. Transmission formulas foi plane—polar
| scanning may be found in references 30-32.
| 2.4 Probe Correctlon for pPlanar, 0(11ndr1ca1, and Spherical

Scanm[g

The nonprot: - “rected tram.ssion formulas and their
inversions shown in éi.gure 6 merely irvolve the familiar planar,
cylindrical, and sphe'rical wave functicas of traditional
electramagnetic fheory'u 'Unfortunately, ideal probes that

" measure the electric or magnetlc field at a point in the near
field do not exist m pracnce. Trus, for accurate near-fxeld
| measurements one must correct for the nonideal receiving response
of the probe. For planar scanning, probe correction is necessary
to obtam accurate values of the far. field of the test antenna
outside the nainbeam region, regardless of how far the probe is , o
separated from the test antenna. With planar scanmng the probe
remains oriented in the same direction (usually parallel to the
boresight direction of the test antenna), and thus samples the

sidelobe field at ar angle of f the boresight direction of the
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probe.' Planar probe correction simply cannensates for this
off-boresight sampling by the probe of the plane waves radicted by
the t.st antenna. For cylindrical scanning, the same argument can
be arolied in the axial scanning direction to explain why probe
cocrection is necessary for cylindrical near-field measurements,
regard;ess of the separation'distance between the test and probe
antennas.

" For spherical scanning, the probe al-zvs points toward

‘the test antenna, and thus probe correcticn becas: unnecessary if

the scan radius becowes large enough. Hovewr, sor spherical
near-field measurements within a few diancters of the test
antenna, prude correction .is rcequired to otain acwurate far-field
patterns. Figure 7 shows the far-fieid pattern carputed from
unprobe-corrected spherical rear-field iuia taken at two scan
radii fram a 25 wavelencth, X-bard arrzy.’¢ Comparison with the
solid pattern obtained from probe-corvected planar near-field
measurements shows that failur: tr- correct for the effect of the
probe cn spherical near-tie’u data broadens the mainbeam and
amoths out the sidelat~ . Ti< t.oadening of the far-field
mainbeam can be e'g.i .~ . by tle effective narrowing of thé
near-field team &y tiv» nonideal pcobe receiving from further off
its boresignt Jire-tion the further it mots fram the center of the
near-field bea .. A similar bhooa-®ar ¢4 of the far-field pattern
from effective near-/ietd 1.7 wix urs in the azimuthal

_ patterns computed from uronrmect 22 cylindrical near-field data as

~ The prote-coriecied transnission formulas for planar,
cylindrical, and spherical scanning can be found in the relevant
reierences given herein. Reference 38 summarizes the
probe-corrected transmission formulas for all thrée scanning
gecmetries, Recently, a way has been found to express the
probe-corrected tranamission for;mlas for planar, cyliridrical, and
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spherical scanning as a simple modification of the
nonprobe-corrected fonxulas.“’zg By defining the vector output
of a probe as its response in the two orthogonal orientations
required for planar, cylindrical, or spherical near-field
measurements, the probe-corrected formulas become similar in form
to the uncorrected formulas of ‘Figure 6. Specifically, these
vector probe-corrected formulas shbwn in Figure 8 can be obtained
fram the ideal-probe formulas of Figure 6 by first replacing the
measured tangential F-field with B . the vector response of the
arbitrary probe, then vectcr multiplying the unknown transmssxon
coefficients of the test antenna by the receiving coeffxcxents of
the probe. Once the receiving coefficients of the probe are
obtained fram the far fields of the probe, the probe-corrected
near-field formulas reduce to the simplicity and familiarity of
the uncorrected electric field formulas in planar, cylindrical,
and spherical coordinate systems.
~ The only restrictive assumption in the tneory leading to the
probe-corrected formulas is that multiple reflections between the
probe and test antennas are negligible. For spherical scanning,
the fields of the probe are assumed to have first order azimuthal
dependence only. ' '
2.5 Expressions for the Far Field

After the transmission coefficients of the test antenna
are computed fram the double ortlmonai‘ity.vintegrals of the
measured data (and probe correction is applied, if necessary), the
awplitude and phase of the electric field cutside the test antenna
_ can be camputed from its modal e\(pansions given in r-‘xgx.re 6. ‘
Usually, the far fields of the test antenna are of primary '
concern. and thus they are sho«m explicitly in Figure 9 for each
of the three scanning ‘gecmetries. The far fields dre determined
from the tranamission coefficients of the test antenna directly
for planar scanning, by a single sumatioﬁ for cylindrical
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scanning, and by a double summation for spherical scanning. And,
of course, the far-field patterns (co-polar and cross-polar),

" polarization (:xial ratio, tilt angle, and sense), directivity and

gain of the test antenna derive directly from the electric or
magnetic far field. The gain and directivity functions obtained
from near-field measurements can be used. to determine the ohmic
losses of antennas. _
3. SAMPLING THEOREMS AND EFFICIENT MEi ‘'ODS OF OOMPUTATION

Richmond and Tice,” in the earliest papers (of which I am
aware) that canputed the far-field pattern fram near-field
measurements ( nonpmbe-éorrected) , assumed separable near fields
because as Richmond’D states, "while the solution may be simple in -
principle, in practice the numerical camputation is tedious and
may require the use of large computers." kyle? also mentioned
that campucing the far field fram the near-field data of
electrically large antennas would be "difficult™ on the computers
available in 1958, These early statements of Richmond and Rice,
and Kyle emphasize the important role that high speed computers, .
fast Foyrier transforms, and rigorous sampling theorems have
played in the development of near—field techniques.

3.1 Sampling Theorems )

Before the far fields can be determined fram the
expressions in.Figure 9, the transmission coefficients must be
evaluated fram the double intsqrals in Figure 8 (or Figure 6 for
no probe correction) of the measured near-field data. Probably
the simplest way to evaluate the integrals is to replace them by
sumations over constant increments in ‘x AY , A} Ae ,and Apale

' for planar, cyl'i'ndr:ical, .and spherical measurements. Crdinarily

this use of the elementary rectangular rule of integration would
be an’ apprdxinution that introduced camputational errors unless
the sample increments approached zero. Fortunately, the
transmission coefficients can he shown to be bandlimited for
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‘nonuniform sample spacing,

ordinary (nonsuper-reactive) antennas, and thus modern sampling
t:heo:wems45 can be applied to prove that the conversion of the
integrals to summations introduces no error (or negligible error
since real antennas are not quite perfectly bandlimited} if the
sample increments are chosen less than a given finite value.
Specifically, for planar scanning the T(‘.,‘,) ‘r!’beocmea
negligible a little beyond A ¢4) = A*  and thus the sampling
theorem yields the maximum data point spacing of Ax= &Y= A/a.
For cylindrical scanning the T (3‘) are bandlimited by ,
shin ¥ and tA(a+)) in m to allow the sample spaciing of A!- A/a -
and AQ{A/:(.A)} The brackets indicate the largest number. equal to
or smaller than the bracketed number, that divides 2w into an
integer number of divisions. For spherical scanning, theTM‘are
bandlimited byA(as)) in both m and +n, to give identical injular
sample increments of a¢s86:[A/2(ad)] . Actually the sampling
theorem applies only approximately to the direct - integration of
spherical scanning because the limits of integration span Tr
rather than 21722. An alternative Fourier transform met:hodlb has
been developed by wacker!’, Lewis!®, and Larsen’ that avoids this
extra, albeit slight, approximation.

Figure 10 sutmarizes the sampling criteria for the three
conventional scanning surfaces as well as for plane- polar
scanning. A question mark attends the sample spacing of M3 for
the radial direction because no sampling theorem with uniform

* spacing has been derived for the radial functions of plane-polar

scanning. ‘The sanplihg theorem and Fourier trénsfom have been
applied indirectly to the radial integration but only for
31, 32

‘One of the attractive features of spherx.cal scanning is ‘
that the angular sampling increnents remain the same for all scan

‘radii. Thus, as one scans further from the antenna the linear

distance between data points becomes larger to keep the total
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required sample points at the fixed number 2(&4)2 . Sinmilarly,
the angular sampling increments of cylindrical and plane-polar
' scanning are independent of the scan radius. However, for the
axial sampling of cylindrical scanning, the radial sampling of
plane~polar scaming,‘and the xy rectangular sampling, the data
point spacing must remain at Af2 regardless of how large a
separation diétance between probe and test antenna in order to
sample the rapid phase variation'the probe encounters in the
sidelobs region. Of course, if the far field is required only
near the mainbeam direction, the sampling increments for all of
the scan techniques can usually be increased without introducing
sericus aliasing errors. ' '

3 2 Efficient Methods of Computation

Sampling theorems have converted the deconvolutlon

integrals (shown in Figure 8 or 6) for the transmission
coefficients to double summations and have provided convenient
criteria for the data point spacing. (In practice, the infinite
limits of integration in the planar and cylindrical cases are
replaced by the finite limits of *he scan surface.) For large
.ntennas the plane rectangular sminations take a camputer time
proportional to ¢he)* for one cut (one &, or 4&,) in the
far-field whether or not the fast fourier transform (FFT) is used.

With the FFT the ent.lre planar far field can be camputed in a time "

proportxonal to lka) log2 ka. Similarly, the cyhndncal
sumations take a camputer time proportmnal to (ka) for one
azimuthal cut "; tre far field, and propornqnal t:ol(ka)2 logz ka
for the entire far field using the FFT. _

' As Figure 9 shows, with sphencal scannmg all the
transmission coefficients are required, in general, for just one
cut in the far field. In addition, the double summations in
Figure 9 and in Figure 8 for the transmssmn coefficients take a

I ccnputer time ptopottxonal to (ka) whether sumted dlrectly” or-
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using the E‘IE'I'.”’IQ'20

the transmission coefficients takes a computer time proportional
to (ka) using the Jacobi-Bessel funct10ns30 and proportional to
(ka)2 log2 ka using the "quasi-fast Hankel transform" (E‘H’I‘)31 +46

for one or more far-field cuts. The FHT requires nonuniform data

. Similarly, the plane-polar camputation of

spacing, however. .

The camputation times on a djber 750 for planar,
cylindrical, and spherical scanning are displayed in Figurell.
All the computer times remain quite manageable even for
electrically large antennas, except for spherical scanning and
plane-polar scanning with uniformly spaced data points. Computer
times for these two techniques quickly grow into the hours for

' antennas larger than 100 wavelengths in diameter. And, of course,

on most mini;canptxters, the camputations for any of the techniques
would -take considerably longer’than on the Cyber 750.

In applying the FFT to conventional plané-rectangular
measurements, one must consider the resolution one wants in the
far-field pattern. A stra1ghtforward application of the FFT to
near-field data taken at the usual A/2 data point spacing
specified by the sampling theorem generates output at points too
widely spaced to smoothly resolve the far-field pattern. For

~single cuts in the fac-field only a l-dimensional FFT is required,
" and one can increase the resolution (i.e., decrease the distance

between far-field points) merely by "zero-filling” the near-field
data. Unfortunately, sufficient zero-filling of a 2-~dimensional
FFT that generates the entire far-field of an electrically large

. antenna may require more central memory than most camputers
provide. To obtain the complete highlybresolved pattern in such

cases, one can resort to camputing the discrete double Fourier

‘ transform Jirectly in a time proportional to (ka) , or if this

ccmputer time is prohlbxtlve, one can use an off-line version of
the 2-dimensional FFT. Off-line (mass-storage) versions of the
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FFT are readily available or can be programmed straightforwardly
starting with a l-dimensional FFT algorithm. Typically, ‘
mass-storage versions of the FFT take an irput/output time t"oughly
. equal to the central processing time.%’

4. EXPERIMENTAL ERRORS

The theory of near-field antenna measuraments applies
figorously to linear antennas radiating or recei(:ing in a single
mode at a fived frequency, and satisfying Maxwell's equations in
free space. The antennas may be nonreciprocal and lossy,
lossless, or "gainy." The only restrictive assumption involved in
the theory of probe-corrected near-field measurements is that
multiple reflections between the probe and test antennas are
negligible. Howevar, in practice experimental errors limit the
accuracy of near-field techniques. In addition to the multiple
reflections, the experimental measurements will introduce probe
positioning errors, 'instll:unentation errors,and for the planar and
cylindrical scanning geanetnes, finite scan errors. - Errors are
also introduced by uncertairties in the far-field pattern of the
probe and in the measurement of, the insertion loss between the
test antenna and prcbe when absolute gam is reqmred (1f sample
spacing and cmpxtet accuracy are adequate, aliasing and
ccmputat ‘onal errors will be neghgxble ccmpared to the
experimental errors.) '

Upper-bound error ahalyseézs, as well as computer
simalations,%b 148 have been performed for determining the
accuracy of the far field obtained from planar near-field
measurements. Computer simulations have also been performed for
cylirhdri.cal49 and sphencalls r30 near-fzeld ~scanning, but an
analytical treatment of upper-bound errors for near-field
measurements on a cylinder and sphere remains ou_tstandmg.

The relative importénce of the various near-field measurement
errors upon the far field depends, of course, on the ahtenna under
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test, tﬁe frequency of operation, the measurement facility, and
the probe. However, the results of the planar upper-bound error
analyses26 show that for typlcal microwave antennas and planar
near-field testing facilities, three or four sources of error
dominate: finite scan area, z-;position of the probe, recei'{er
nonlinearities in measuring the near-field anphtude, and
scretimes, multiple reflections.

The effects on the far field of limiting thé planar
measurements to a fin'ce scan area are small for highly directive
antennas well within the "solid angle". formed by the edges of the
test antenna and the edges of the finite scan area. Outside this
solid angie, the far fields cannot be relied upon with any
confidence, Although for very highly tapered near fields this
'solid arigle can be ‘extended smewhat.49

The z-position maccurac1es, i.e., the dev1at10n from
planarity of the probe transport over the scan area, can produce
relatively large errors in the sidelobe levels of the far field.
Variations in the z-position of the probe produce correspondmg
variations 1n the near—fxeld phase. Thus, large errors in the
sidelobes occur in the far-field directions corresponding to the
predominant spacial frequencies of the deviations in z-position
across the scan area, In the mairbeam direction, the effect of
z-positioning of the probe is much less critical ~ the reduction
in gain being given by /2 , the familiar Ruze relation,>.’262
The errors in the sidelobes caused by inaccurate z-positioning can
be reduced by measurmg the deviation of the probe from the scan .
plane and correctxng the ncar-field phase px:'opom:1.c>nat:ely.52 It
should also be mentioned that receiver phase errors generally have
a much smaller effect on the far field than phase errors caused by
inaccurate z—pos1t10n1ng, because typical receiver phase errors '

are neghglble at the maximum near-field amplitude and increase

monotonically with decreasing anphtude.%b
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Receiver nonlinearities in the measurement of near-field
anplitudé, however, can cause significant errors in the mainbeam
and sidelobes of the far fields. For example, a receiver
nonlinearity of 1 .02 dB/dB can produce several tenths of a dB
error in gain, and a several dB error in a 35 dB sidelobe of a
typical microwave reflector. Fortunately, these receiver
amplitude errors can be greatliy reduced by calibrating the
receiver with a precision atrenuator and applying the calibration
curve to thv. near-field ér*a, ' '

Le contribution to the output of the probe fram the multiple
refiections can be estimated by changing the sepzration distance’
between the probe and test antenna and recording the amplitude
variations that occur in the received signal with a period of
about M/2. If multiple reflections prove significant, they may
be reduced by the judicious use of absorbing material, by
decreasing the size of the probe, by increasing the probe
separation distance, by averaging the far fields computed from the
near-field data taken on scan planes that are separated by a small
fractlon of 'a wavelength (say A,/8), or by using specially designed
probes that filter the mainbeam and accentuate the sidelobes. 33

Finally, the upper-bound error fcmuulas26 should be applied

ith discretion. They are dependent upon underlying (usvally
exphc:.tly stated) assunptmns that are satisfied by most antennas

-and near-field measurament condltxons, but which may be either

violated or relaxed in certain circumstances. Fru example, it is
well-known that phase errors introduced into the main near-field
beam of directive antennas cause a reduction in the camputed on-
axis gam.51 1262 However, this gain reduction appnes to
near-field beams of 'uniform phase and will not hold ‘for antennas
with variations in their phase if the phase errors occur in just
the right places and with just the right values to eliminate the -
original phase variations., Although this. conjunction of phase
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variations is highly unlikely, it. possibility of occurrence is
' revealed fram an exathination ot the error analyses.26

When the underlying assumptions can be relaxed, lower
upper-bounds ¢an usually be obtained. For example, an estimate of
the specific z-position errors for a particular measurement
facility allows one to estimate their effect upon far- field
sidelobes inore accurately than with the general upper-bound
expressions. 26

5. CONCLUSION

The theoretical development of near-field antenna
measurements extends from élassiéal Maxwell's equations to the
sophisticated use of modern sampling theorems. The near-field
measurement system cambines the traditional methods of far-tield
anplitude' measurements with modern techniques for measuring phase,
and for accurately monitcring and controlling the position of the
probe and test antenna. The camputation of the far field fraa the
measured near-field data involves both conventional suumation and
highly efficient, two-dimensional FFT algorithms. In short, a
successful near-field measurement program is founced upon tais
balanced triad of classical and modern electramagnetic theory,

measurement, and camputation.
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MAJOR DIMENSION

ANTENKRA TYFY FREGUENCY (GH2) IN WAVELENGTH GAIN (DB) '
HORN LENS 43.0 90 47.0
CONICAL HORN (JPL) 8.0 & 22.08
CASSEGRAIN REFLECTOR 60.0 g1 46.5

_(CONSTRMNED‘ LENS) .
PHASED ARRATY ' 8.4 7 21.5

(VOLPHASE)
PHASED ARRAY 1.5 15 30.5
DIPOLE ARRAY 1.4 S 20.3
FAN BEAM RADAR 9.5 58 36.0

- (LINEAR * CIRCULAR

POLARIZATION) .
Ku-BAND REFLECTOR 14.5 60 42.0

(PENCIL t FAN LEAY)
SHAPED BEAH C.P. 4.0 20 27.5

(ARRAY FED REFLECTOR) '
MICROSTRIP ARRAY 1.5 27 30.0
PARABOLIC REFLECTION 1.5'-18 15-183 26-47
CCMPACT RANGE REFLECTOR 18 ¢ .55 28S & 870 ~60.0

Table 1.. .List of some representatwe antennas measured

on NBS near-field facility.
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VECTOR KIRCHHOFF INTEGRAL

E(f) = -ll;elkl’ . x§(Rm + zo a x Re) e-lkers

=00 '

gure 3,
urfaces.

Rg=AxA  Rp=AxE

Scanning with ideal probes on arbitrary
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s ,

GIs IMPRACTICAL TO FIND UNLESS S SUPPORTS
ORTHOGOMNAL M AND N EIGENFUNCTIONS

- Figure 4. Modified vector Kirchhoff integral in’ terms of
the tangential E-field alone. '
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PLANAR

00 00 )
byl =35 § J TulkakyloivzelkxXalkyYalcydky
QO -0 .

_ e8iv2Zg RR _ | - k
Telky Ky) = =57~ J J Eux.y.zple-iknXe-ikyYdxdy
-00 -0

CYLINDRICAL:

f ' TE (VM i, ) } L
= m my\ro imdaivzd:
. Et‘P-¢vl) ﬁz f{ +Tm(7) Nmy(PO)‘ omcenidy

| . oo 27T |
{Tﬁl‘y)} %{Nm (Po’}.'é;f eplxE‘po'¢.z)'°im¢e"72d¢dz

T#. (‘Y’ Mrn-y""o [+ ]

SPHERICAL:

Er.0.0) = ZZ[T mh,,(1)(kr)Mnm(o)< Tnmgn(‘l)(kr)Nnm(e)]
n=0 Mm=-n

. . 2
{.Tﬁm}={hn‘"(kro) }"" fr{ nmi6) }.e,x E{ro.s.6)eimo
 AThm) LgnMikrg)) 05 (Mnm(6) | oads
sin

Fi ure 6. ;l)emfuc ‘expressions. for planar, ryhndncaT
‘an sphemca scanning with ideal probes ;
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PLANAR:

Y X by(x.y.z) = % i f ﬁ(kx.ky) -ftlkx.ky) ei7Zgikyx ’
@‘ o eikyVdiydk,, | i
z : ‘ : .
- _ehros T kX
T A s Telkky) = =37 R1 [ [ Bix.y.zgleihax
CYLINDRICAL:
% oc_ MM .,(p | }
. m m (+]
simdgivzy,,
TE () A leo)) 23 o imbei
e S
TM () (Po’ -0 0
Bt = bp e¢ + bé /e\z
- w n - —
SPRERICAL:  _ 5y(r,6,0) =3 3[TE RS (1 Wineno) +
n=o m=n T,'{‘ma',ﬁ(r)nnm(e)] eime

. E ) (pE- 1 Tar
Tnm; ={Rm!o)} j‘ f { }. 8¢ x By (rg, &, 8)
— ™ ) LRM(r) (6
nm nvo 00 nm ’lh‘\é sin0d¢d0

BezbpBytbyey o B

F1gure 8. Probe-corrected formulas for vector response ,
(b t) of the probe




Ein.0.0) = ’ike-—rik—r cos G7(sind cosa, sind sing)

CYLINDRICAL:

E(r.0.¢) = _Zl.sgi‘_' siné °§(-i)m|3r$n (kcos8)8y

it >0

-i T,“c,(kcosa)’e‘g] eimé

6 'F

= Cailer @ N — - .
E(r.0.¢) = ﬁ,—’-’- DBNEIL [Tf;mM,,m(B) + TN N,,m(a)]c'm
n=o mM=-n

Figufr‘e 9. Far electric field in terms of the transmission
coefficients of .the test antenna. : : '
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ABSTRACT

An innovative technigue has heen developed for accurately mezasuring

very low sidelube antenna pattierns by the method of planar near field probing. .

The technique relies on a new probe design which has 3 pattern null in the
direction of the test antenna's steered beam direction. Simvlations of the
near field measurement process using such a probe show that -60dB peak side-
lobes will be accurately measured {within established bounds} when the cali-
brated near field dynamic range does not exceed 40 dB. The desireable
property of the new probe is its ability to "spatially filter" the test
antenna's épectrum by reduced sensitivity to main beam ray paths. In this
way, measurement errors which usually increase with decreasing near field
signal level are minimized. The new probe - is also tneorized to‘have improved
immunity to probe/array multipath. Plans to use fhe nrew probe on a modified
planar scanner during tests with the AWACS array at the National Bureau of
Standards will be described.*

*Work reported herein is being performed as part of ‘an on-going exgloratory

development for the Office of Naval Research under contract NC0014-£3-C-C671.

The Planar Near Field Scanner at the lational Bureau of Standards has been -

provided as a government-furnished facility for this investigation under the
' Defense Small Buiiness Advanced Yechnology (DESAT) program, phase II.
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.0 INTRODUCTIOM

Planar Near Field (PNF) scanning continues to be widely used for
etficient and convenient pattern testing of large microwave antennas. However,
new recuirements to measure véry low sidelcbe level patterns has forced
~designers of PNF Facilities to include sophisticated and expensive calibration
- techniques and instruments within their.faci1itiés. This paper describes a
new probing technique which is capable of minimizing the effects of most NF
measurement errors which are known to degrade the desired far field (FF)
sidelobe pattern. A NF probe has been designed and built to point a single
patterr null in the direction of the test antenna's mainbeam. Simulations of
NF data acquired with the new probe, Fourier transformed and then probe-corrected,
show the resulting FF sidelcbe spectrum to be more accurately mcasured than with
a standard probe. Actual tests with the new probe when measuring the AWACS
array antenna are presently under way.

2.0 PRORE COMPENSATED NEAR FIELD MEASUREMENTS

Many good‘references exist which describe probe compensation processing
for near fieild stanning on planes, cylinders, and spheresl,2,3j. For -
pianar scanning, Kerns first showed that the probe may be considered to be a
snatial filter whose weighting effects in the NF measurement plane can be
compensated (removéd) in the spectral domain only if the probe's FF pattern
were adequacely known a'priori [4]. In this paper, we use the formulation of
Paris whc applied a reciprecity relation'tp define the vbitage response of
a simple probe, receiving in the NF of a te,t antenna (see Figure 1) [5].

‘If measurements- are made on *he NF surface S., then by reciprocity the
radiated plane wave spectra of the probe and test antenna are Fourier related
to the prote’s voltage response when it is located at an.arbitrary NF sampling
point, by: ‘

0o’ o y

-jk.z j(k Xk | ' -
V(x Ry /)r(k I'Eé z c) yyoldk dk : (1)

Here X is the vector plane wave spectrum of the test antenna which we seek,
B is the ;robe 5 speccrum known by 1ndependent measurement. and bo;h are
evaluated at wavenumbers o
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kx = ksinecosé
ky = ksinasing

K, Vil-k 2-ky2
k = .2.1..'.

The goal of NF measurements then is to adequately acguire V(xa’yo’zé) on 2 plane
~of sufficient extent, and perform an inversicn calculation of eguation (1) from
the measured voltages. The Fourier inversion yields the probe/antenna coupling
product, written as:.

+J(k otk Yo ¥k, 2 )
K- B (kok) = (2"7 [fvu WorZgle Yozt Ay, (2)

Equation {2) shows that an ideal probe (one for which Elk =1 for all

Ky k ) will yield straightforwardly the desired test antenna spectran amplitude
function K(k k’) with no probe compensation However. 211 other prcbes (all
real probes) impart a compiex weighting to A which if known a‘priori, can be
removed (compensated) in equatior (2) by division.* The final result is then
used to find any desired vield property (near or far} of the test antenna.

For example, once Ax’y(kx.ky) 's known, the FF spherical components can be
straightforwardly calculated as:

jkr

E ~ ngk [Axcos¢v Aysinﬂ
-jkr

e ' ' I v ’ 'I
% ~ 2njk cos8 [AxsinO-Aycsw] , (3)

The probe of course, also imparts 2 polarization ueighttng which is beirg
tacitly ignored herein, but does not compromise the resuit of this development.
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3.0 OPTIMUM PROBES

The concept of an optimum probe was introduced by Huddleston at
Georgia Institute of Technology in 1978 [6]. He observed that by probing
only over a limited exten* in the x, y, directions {Figure 1}, the measured
wave number spectrum A would be an aliased version of the actual test
antenna spectrum A. Thic< finite-scan length limitation had of course been
previously recognized and adequately repcrted {7], but here Huddleston was
attempting to find a "be:t" probe pattern for E, 50 that the unavoidable
spectra) aliasing in A m1ght be minimized. He formed a mean square error
.¢riterion for fbestnﬂse" of A by requiring that: l

. { ) - " ‘l 2
J{)rlx(kx’ky) A(kx’ky(! dk,dk be a minimum . (4)
where A(k N ) is the measurement estimate of the true spectrum FKk ky
The measuranent estimate is given by:
Koo ) = Bk, k) Blkk ) o Prik, k) | (5)

with PT(kX’ky) being the Fourier transform of the step function sampling .window,

. AT Ié 2t 1] max
PyiXsy)  m
o ) otherwise

3

Hudd‘eston cencluded that the opt1mum NF probe would minim1ze the FF error i

A because- its NF voltage responseé is most concentrated over the finite scan farea.

4.0 OPTIMUM PROBES FOR LOW SIDELOBE TESTING

_ In 1982 Grimm reinterpreted.Huddleston's mean square error criterion
[8].  He reasoned'tﬁat if a probe pattern could be found which concentrated |its
NF voltage response in a way which minimized the mean square measurement. error
onlv over 'ggcified regions in the A spectrum, then this new probe would te
optimum in a weighted mean square error sense. By selecting the waighting

594

.‘. I. '\'. - ’-‘-

,.
s
LI

,,
M -
A

LSRR Y & 4
2l
LR N DV I"i

¢
s

v
" o | AN

s T r v o
LT LT,
s et e !
LA

-
Ly
‘.

e
»

R N . T
. PAPLIPIRS e e w e
a s 8 A s Ty e Te 8
PR B LRSCINE R A s

e
..
by’ - v
'! l By
Lt

DA
R4

"l /i ,
L

S S

. By

T

I :‘:‘

a
e
W 8 a8

——
13

2]




function to discriminate against the mainbeam spectral wavenumbers, it was’
predicted that the usually very 1bw‘?eve1 sidelobe region weuld have enhanced
measurement accuarcy in the NF. 0f course, the discrimination property of
the new prote could also be expected to introduce uncertainty in and around
the FF main beam region, but this region could always be accurately measured
in a second test with a‘standard probe.

The "bestness" criterion for an optimum low sidelobe NF probe then
becomes : ' '

n 2. .
f iw(kx k,) [A(k, k A(kx.ky}]l d‘xdky be a‘minimum

“H

Q

-
——

) 1k, < !k ki< ko, (sidelobes) (6)
X"y
l 0 02 |k k.! <k, (mainlobe)

In equation (6) k, is the wavenumber 1imit (first-zero) for the mainbeam, and

k s the maximum wavenumber aliowed by NF measurement. H(kx.ky) is essentially

max
a mainbeam wavefilter. S3uch a probe filter can not be practically realized,

however a useful approximation has been designed and built as ‘shown in Figqure 2.
The new probe is a 2-element linear array of WR-284 waveguide elements. The

.element voltages are combined in a 4-port 180° hybrid coupler, producing both

I and &' NF voltage responses in the probe output ports The transvorm of the
4 port voltage implements the filter of aquation () cnly approximately
Approx1mat10n errors will be due to probe: :

o null depth limitations

o null pointiag inaccuracies
. null shape variations.

The effect of. these approx1mat10ns and the overa]! sidelobe measurement accuracy
1mprovemenf is described next by simulation.
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TWQ-E1ement'Array-Pgdbé‘Built in WR-284
Waveguide. The 180" Hybrid Combines the
Element Voltages to Implement an Approximate

~Mainbeam Wavefilter During Planar Near Fieid

Scanning of Yltralow Sidelobe Antennas.
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5.0 SIMULATION

A computer study was performed which implements equation (1) to v
simulate NF measurement plane voltages generated by arbitrary probes in tests
with arbitrarily low sidelobe antennas [9]. For ;hg optimum probe, the sim-
ulation ccmputes a measurement estimate of an error-free spectrum as:

MK ok y) = Wgoky) - Blkky) + Wik = Prlkeoky) (7)

when sufficient scan length is available, the samp!ing window transform

k ) becowes unity and the product B - W describes an optimum probe .
_pattern wh1ch completely filters (attenuates) the mainbeam wavenumbers.
Practical probe patterns which aporoximate the optimum filter are achieved
using the new 2-element probe array.

Figure 11 is a block diagram of the simulation. For any probe type, -
both a reference test array spectrum I(kx) and the specified probe spectrum
§ka) are first generated. Then the coupling product A - B is formed and
transformed for the simulated error-free NF voltages. These voltages are then
numerically corrupted to simulate measurement inaccuracies due to RF instrument-
ation, multipath, and positioning error limitations. Finally the corrupted
voltage set is retransformed by equation (2) and probe corrected to y1e1d
A(k k ), the measurement estimate of A (kx, k ). Comparing A and A then
demonstrates the "bestness” of the new probe to measure low sidelobes accurately
as described in the results.

6.0 SIHULATION RESULTS

The results of this section confirm that the optimum NF probé-
(in simulation) offers improved sidelobe measurement accuracy. The new
probe operates to transform the sidelobe spectrum of an arbitrarily low side-
lobe antenna into an feffective“ pattern whose peak sidelobes have been
artificially increased by the probe.* These increased peaks are then
'ﬁeasured with improved accuracy as shown, and finaily reported at the
correct relative level foilowing standard probe compensation processing.

® \ C
‘by an amount equal to the probe null depth.
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The observation of significance is that all sources of NF measurement error
are minimized by this probe because the effect of these errors are directly
proportional to the far field pattern level of interest. In essence, it is
the coupling product X - B which is being measured. Improvement in A is
achieved only following probe compensation.

6.1 Single-element W/G Probe

Figure 3 shows a reference array pattern K(kx) which would be radiated
by a 44) linear test array of point sources separated by .5A. The elements
support a Taylor 50 dB sidelobe illumination for n = 10. The pattern has been
generated at 256 equally spaced kx increments. Overlayed on the array pattern
is a simple cosine-response probe pattern §ka) normalized to:the array's peak
gain. This medel for B simulates the pattern from a commonly used open-ended
' waveguide (W/G) probe. The coupling product pattern K . B for this pair is
shown in Figure 4. The ccmplex weighting of the probe only slightly attenuates
the mainbeam gain at its 9. 6° (k = 149) steering angle, as well as causing
the roll off over the outer sidelobes as expected. Figuie 5 shows the simulated
NF measurement plane voltage computed from euuation (2) for this coupling
product. The NF phase displays the expected steering gradient of 460/1 for a
probe z-separation of 3A. NF samples are assumed to be spaced by .32x.

The simulated error-free NF voltages in Figure 5 are then'perturbed
tc model random and systematic NF measurement errors which usually increase with
decreasing relative ampTitude The perturbed voltage set is fina]]y retrans-
formed and probe-corrected to yield the FF measurement estimate A(k ) for
this probe type. Figure 6.overlays the R and A suectra 1t can'be seen that
large sidelobe errors have been introduced in A when measured by the simple
open-etided W/G probe subject to NF amplitude dependent measurement errors.
Details of measurement. corruption model is contdjned in {9].

: Frequency dependent beam steering is always expected from a travelling wave
- test antenna., ,
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6.2 Two-element W/G Array Probe

‘ The same sequence is repeated, tut now using the rew 2-element
W/G probe operating in the & mode. Figure 7 again shows the reference spectrum _
Z{kx) overlayed with probe FF amplitude and phase patterns radiated by two
different A probes, each having an element spacing as annotated. The coupling
product pattern for A(k ) with the probe having .5\ spaced elements is shown in
Figure 8. Notice that ch1s new probe attenuates mainbeam wavenumbers by at
least 25 dB, has caused the mainbeam to split into two lobes, and has imposed
an envelope weighting over the whole sidelobe :-nectrum. The voltage transform
of this coupling product pattern simulates the er.ected NF probe voltage, as
shown in Figure 3. The dynamic range of the NF voltage amplitude is reduced
by 20 dB compared with Fic.re S, and higher fregquency amplitude variations
are more prominent. Again the 46°/x beam ,teerxng gradient in the NF phase is
preserved over the high energy NF region, but a 180° pnas~ shift has a'so
. occurred as expected at the center sample in the scan. These error-free .
NF veltages are then perturbed exactly as was done for the cpen-ended W/G
0rdbe. retransformed, and probe corrected to yield a new measurement estimate,
L ) shown overlayed with / (k ) in Figure 10. Significant measurement accuracy
1rprovement in the sidelobe region is apparent when compared with the Figure 6
results, and is summarized in Table 1.

Table 1. Sidelobe Levet! Measurement Accuracy Comparison

. Heasured'SLL‘(de) Ref SLL (d8) :
Probe Type peak RMS - ['peak [ RMS Figure #
‘1. Open-ended /6 |. -32.0]-51.9 | -50.0(-57.9 6
2. Two element A -45.0 | -57.0 - -50.2]-57.9} 10
- (.5x» spacing) » :

These.results pertain to a probe perfectly consteered wlth the test antenna's
mainbeam pointing direction, and having a-null at teast as denp as the sidelobe
ratio for the test antenna.
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7.0 LOW STDELOBE TESTING EXPERIMENT

 An experiment is presently underway which will evaluate the utility

of the new probe to measure very low leve!l reference-pattefn sidelobes, and will.
confirm the simulation results of section §. The planar NF scanner at the
National Bureau of Standards in Boulder 'has been modified to accept the very

~long AWACS array as sketched in Figure 12. As shown, the 7.6m array will be
scanned in sections by translating the array mount laterally'in front of the
fixed scanner whose maximum horizontal scan dimension is only 3.85 m. Then
the secticned data is merged and processed as if a single sufficiently large

. scanner were used. This procedure was originally demonstrated under Air Force
sponsorship in 1977 [10], and has been shown to be accurate, providing the .
initial alignment tolerances can be maintained after translation.

NF probing- tests will then be conducted using both a standard and
a new 2-port A pattern probe. FF pattern'réSUTts will be compared from NF
tests with the two bfobes. Intentionally introduced NF scan errors are expected
to produce measurable sidelobe errors at predicted levels (< - 50 dB peak)
when probed with the standard probe. However, the new ¢ probe is expecfed to
discriminate against these intentionai NF errors and minimize the mean square
error criterion in equation (6). '

, Additional NF tests are also planned in order to ce..ify the
validity of known neasurement error mcdels which are used to predict expected
FF error due to NF sources including positioning rror, sampie density and '
extent, and multipath. Test methods and expecteq results will be described
during the presentation. ‘ g
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8.0 . CONCLUSION

An on-going state-of-the-art planar near field testing demonstration
"'has been described. Its successful cohp]etion will establish the fundamental
accuracy limits for this testing method when attempting to measure very low
level sidelobes from large ﬁicrowave arrays. A new 2-element probe‘array has
been developed which approximates an optimum probe by spatially filtering the .
test antenna's mainbeam wavenumbers. Simulations show thet such filtering
reduces the effect of a]i NF measurement errors w' ‘ch increase with decreasing
NF amplitude. Results of tests sheuld be availabie in late 1984.

610




9.0

REFERENCES

"Non-Pianar Near Field Measurements: Spherical Scanning," AFAL TR-75-38,
by Paul F. Wacker, National Bureau of Standards, DDC AD# A012295, May 1975.

"A Qualitative Survey of Near-Field Measurements," NBSIR 79-1602,
Paul F. Wacker, June 1979.

"Near Field Antenna Mecasurement on a Cylindrical Surface: A Source
Scattering-Matrix Formulation," NBS Technical Note 696, Arthur Yaghjian,
Sept 1977. '

"Correction of Near Field Antenna Measurem-nts Made with an Arbitrary but -
Known Measuring Antenna," by D. Kerns, Electronics Lettérs, Vol 6 No. 11,
May 1970.

Joy, E. B. and Paris, D. T. "Spatiai Sampling and Filtering in Near Field
Measurements," IEEE Trans on Ant.and Propagat., Vol AP-20, May 1972.

"Optimum Probes for Near Field Antenna Measurements on a Plane," PhD.
Dissertation, University M1crof1]ms Internat10na1 #7823710, G. K. Huddlestonr,
August 1978.

"Planar Near Field Measurements on High Performance Array Antennas,"
NBSIR 74-380, A. Newell, M.Crawford, July 1974.

"Ultralow Sidelobe Planar Near Field Measurement Study," K. Gr1mm, 1982
Allerton Antenna Appli cat1ons Symposium, Sept 1982.

+ "Optimum Near Field Probe Pattern Effectiveness Simulation Part 2:

Software Implementation and Preliminary Results," by R. Lawrence, TSC
Technical Memo W55-39/rev, May 1984.

. "Flight Line Antenna Pattern Measurements "Allerton Symposium on Antenna

Applications, by G. Kirchhoff, B. McKeever J. Osborn, Sept 1977.

611




- CASE STUDY Op'SAMQLE SPACING IN PLANAR NEAR-FIELD MEASUREMENT
'OF HIGH GAIN ANTENNAS
. J. Acosta and K. Q. Lee
National Aernnautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44135
INTRODdCTION
The near-fiela measurement technique has been used extensiﬁely for
electrically large antennas which can not be easiiy tested on a far-fleld
range. In reconstructing the far—fiéld antenna patterns from the near-field’
measgrements, a planar configuration may be used with a computation based on
the Fast Fourier Transform (FFT). The.near—fiéld data are generally sampled
" over a planar grid at the Nyquist campling rate of KOIZ spacing or less.
For;electrically large antennas, sampling at the Nyquist'rage requires long
data acquisition times over which significant system electronic drift may -
occur. Furthermore, the computer capacity may limit the largest size of the
datavseg. Special data filteriﬁg téchnique; for lafge data sets have been
reported (ref.vl). However, these techniques still require sampling at
RO/Z spacing.
£. 8. Joy (ref. 2) aiscussed'how the samnling spacing may belincrgased
throuyh fhg use of a priori information on the antenna under test. In this
paper, thelcriteripn'of sample spacing greater<than @0/2 is examined and
demonstrated using data obtainéd with'an offset Cassegrain ccnfiéuration.
FORMULATION
It ?s well known that the eléctric field may be represented as a plane

wave spoctrum (res. 3D

=
~N

E(x,y,2) =

® - .
= ~jKer- '
(K K e d K
o ] '( xXy) dK dK,
—q
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where -

A 172
A A 2 2 2 A
KaKxx+Kyy+(K°_Kx-Ky) z

KO = 211/10

F(KX.Ky) is the wave-number spectrum function which may be exoressed as
_ the Fourier transform of the aperture field, E(x,y.0), in the x-y plane as

follows:

K xeJK y
UK, K) =ff E(x,y,0) e * ¥ dxdy :
; |

As Yy tends to infinity, as asymptotic value of E(x,y,z) may be found by the
method of steepest dgscent, namely, |

jK0 cos & Ky

=\ o
E(F) ~ —5—e F(_K° sin @ cos &, K, sin-8 sin ¢)
For‘plane'wave propagating away from the aperture plane at z = o, the

propagation constaﬁt'1n the z direction is

' /2
x,-&ﬁ-xi-x}"). 20

Thus, radiating modes exist only in the vjs1b\e region of the real k-space
defined. by

2 2 .2
Kx + Ky < Ko

while evanescent modes exist in 1fs comblement space. According to the Nyquist
sampling theoreﬁ.‘alfunct1§p whose spectrum existsland 1; nonvanishing oVér‘
finite region of wavé-numbe; space may be exactly feproduﬁed éromy1ts samﬁlel
values taken on a per1od1c'1att16e at a rate of at least two t?ﬁes the maximum

frequency, or in terms of wave number, 2kma Since. the maximum wave-numbers

X"

kx and k which define the boundary of the v1s151e! k‘ space 1s 21/10.
max . max ' :

the Nyquist sample spacing is given by
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2K ax ¢ 2w

x
' . “max
or
Ax ¢ A /2
)
‘Similarly,
Ay g.holz

f

. For a broad spectrum, the radiated power extends over the entire visible
region and a sample spacing of KO/Z is required. However, for high gain
antennas such as 1arge reflector systems used on communication, satellites at . '

geosynchronous orbit, most of the spectral compcnents are concentrated in the

ceritral region of the visible space. Consequentiy, data acquisition at a

sample rate greater KQ/Z is possible.

If only the sbectrum within the region bcunded by (:Kx,tky) is of sig-

nificance, the sample spacing may then k- increased by kx /Kx and k /X .
: max max
That is ’ ‘
| Ox = n’/Kx
Ay = w/K
y y
where K < K and K < k .
X X y
max max

By expressing the wave-number, kméx' in spherical coordinate, i.e.,
k. = 2w/A_ sin 8 _ , the maximum elevation angle of coverage,
max o m& X . ‘

emax, as a function of-sample spacing, ‘A, can be compufed from ' '

= ain—} , '
.emax = sin (KO/ZD)

"
»

For illustration, a few computations of I versus 0 are tabulated

below : B

‘A2 A |
A ' ° ° ZAO 3&0 516 20?».o
9Q° 30° is0 100 go 30

max
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As indicated above when the sample spacing is increased, only a small angu:ar
sector of the far-field can be accurately computed by the FFT. For antennas
with broader beams sample spacihgs_approaching h;/z are requi-nd,
DISCUSSION AND RESULT
The effects of sampling at greéter than the Nyquist rate uwere studied
axperimentally for a dual offset Cassegfain Configuration designed by TRW for
NASA Lewis Research Ceﬁter (ref. 4). The main reflector is parabolic with the
following characteristics: |
Oish diameter = 257,89 hc
Focal iengfh = 318.74 Ko
Offsgtllepgth = 135.51 ho
anterfrequency, f.= 28.5 GHz (Ko = 1,05 cm)
The reflector is illuminqted by a linearly polarized feed at.the focu% with a
18 db edge taper. The hyperboloidal ;qb}eflector has a. magnification factor
of <. The antenna was tested with the‘planar near-field range currently in
operation at the NASA Lé&is Research Centér, Near-field Centerline data were
acquired a; Ikolz spacing.  The radiafion patterns were reconstructed from
the centerline near-field data set with a'éne—diménsional FFT algorithm. For
sample spacing graater than. AO/Z appropriate subse;s'NEfe éelecfed from
tﬁe original data set. The effects of the sample spacinqs arglillustrated in
£he antenna patterﬁs shown in figuresll(a) to (e).
Tﬁis antenna patterns showed no perCeptible‘ghangeé from'daté taken at
0.5, 1, andl_ZK; spacifg: $idelobeldégraqatioh starts to occur at :
apprégimately_'dho 'spacing.‘ The main_beam.i§~slightly modified b§ a sample
spacing of up to BKO. For antennas used in.ctnace commgnication application
where the beam widths are in tha order of 0.3° ére’ofteﬁ desired, a good

choice oflsample‘spacihg will be‘bgtueen 2 to 4&0.

N 616

v
B

- e .
DA

N




3pectrum characteristics with cut-off power levels at -30, ~40. and -50

¢B are shown in figures 2(a) to (c). These spectrum plots were obtained with

near-field data taken at a 10/2 spacing. As shown, spectral comjonents

with higher cut-—off power lovel occupies a smaller visible regirn of the

"Y.i- PP

P A YN Y

K-space, and thus a smaller wave number limit Kx and Ky. This

. corresponds to sample spacing greater than xn/z.
E:j Figufes 3(a) to (c¢) compares far-field antenna pattern from Bear—field
[ data teken at 10/2 spacing (dotted line) and spacings implied by the
:= spectrum cut-off plots (solid 1ine): From these figures we can conclude that

neglectiny data below -40 dB is consistent witn sample spacing.
in general, desired pattern'accura;y, desired angular range, and
available instrumentation dynamic range must be taken icto consideration whan
' - selectiny sample spacing.
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 Comparison of Measured and Calculate: Mutual Coupiing
in the Near Field Between Micror»:~ Antenias '

Carl F. Stubenrauch and Michael H. Francis
National Bureau of Standards
Boulder, Colorado 8C303
Measurements of near-field mutual coupling were pefformed
between two moderate sized nicrowavé antennas 'and compared to
coupling calculated using recently developed computer programs.
Required 1nput data for the programs are the conplex far-fwe]d
radiation patterns of the antennas and various geometrical factors
describing the relative positions and orientations of the two
antennas, Experimentally.determined and calculated cOuplinQ as a
function of both transverse displacement and. Separation agree

closely except for a constant offset observed in some cases.

Key words: co-sited antennas, coupling loss, far fields, mutual

Acoupling, near fields.

1. Introduction

Recent theoretical work at the Mational Bureau of Standards

has ‘led to .the development of computer programs’ which |can
efficiently calculate the cdupling'\loss between two antennas
fegardless of their separation., T[hus near-field as well as far-

field coupling may be calculate41
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The required data for the calculation are the far-field

patterns (amplitude and phase) for the two antennas, and the

geometrical factors which define the relative orientations and
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separation of the two antennas, ol

Two computer programs have been developed which calculate the :f.':‘:
coupling 1loss, b‘olao. between two antennas as ‘a function of ;3
transverse displacement and as a function of radial *_“
displacement., b', is the amplitude of the wave emerging from the L'f

waveguide feed of the receiving antenna and 2, is the amplitude of

the wave incident in the waveguide feed of the transmitting

B DR
I SOIPRTINCCRLALD ()

antenna, as illustrated in figure 1. The program CUPLNF, which

calculates coupling versus transverse displacement, was documented
2

e . -
¥ PO R L

previously“. Program CuUPLZ, for coupiing versus ' longitudinal
displacement, is discussed 1n1.

It is the purpose of this study to compare ceupling losses .::_-I:'
measured for' a ‘variety of geometrical situations to the C
corresponding losses calculated using the computer programs, - o
Measurements wesre performed using the NBS near-field scanner and Z’}':.
~data wvere obtainedlfor both transverfse and radial displacements. 'ﬂ
Far-field patterns used *n the calculatinn of coupling l0ss were

‘ . : ' r
obtained from transformed planar near-field measurements>, : Lo
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2. Description of Measuresant Procedure |
In order to experimentally verify the coupling formslation,
coub]ing»between two pairs of antennas was measvred. The first
‘ anfenna was 5 1.2 #eter parabeloidal reflector antenna having a
power gain of appréxfmately 30 dB and a half-power heamwidth of
'4.5°. The second antenna was a 25-element micrbstrip array having
a power gain of approximately 22 dB and a half-powér beanwidtn of
'15°,  Most of the coupling measurements were performed on this
antenna pair, Some preliminary tests were also performed to
measure the cdupling between the reflector antenna and an open-
ended section of WR187 waveguide qf the type which is often used
as the probe antenna in near-field measurements.
| far-field radiation patterns necessafy for the calculation of
near-field coupling were cbiained from‘probe-corrected,hear-fiel&
measurements on the reflector and array antenpas, The far—fieid
péttern of the open-ended waveguice was measured directly. |
Thg region'ovef-which a vaiid far-field pattern is obtained
u§1n§ near-field techniques is determined by the aperture size and
—— scan areas aslwaé shown by the error analysis of Yaghjian4 ahd tﬁe
»exﬁer1mental Qork'of Newell and Créwford3. From this work it canb
be dgmdnstrated that the patterns for the antennas used are .valiid
to an angle of apbroximately”60° éff boresight for the reflector
‘ anténna and 77° off boresight fér the array anfenna. The
waveguide probe pattern s valid ‘over the ~entfre forward

hemisphere, -
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Measurements were performed at the NBS near-field measurement
facility which allows precise adjustment and determination of the
-relative orientation of the two antennas. The reflector antenna
was mounted on a rotator which allowed rotation of the antenna
about a vertical axis. This rotator was mounted on a movable cart
which travels on a pair of precision rails which are aligned to be
perpendicular to the plane of the near-field scanner thus allcwing
variation of the separation distance betwcen the two antennas.
fhe second 2ntenna, either the microstrip array or the
wdveguide probe, was mounted on the x-y positioner of the NBS
near-field scanner. 'The antennas were carefully ;Ifgned so that
the relationship between the coordinate systems in which the far-
field patterns of the antennas were obtained and the common
coordinate system could be accurately determined. - Two wedges wefe‘
alse employedlin mounting the array antenna which ailowgd it to bé
rotated by angles of 21.6° and 36.3° about a vertical axis. |
In all cases, the polarizafion vectors for the'aﬁtennas-wefe
para]iel and.oriented in the y-direction. The current versions of
thelpoupling programs oﬁ]y.caicu1ate COupfing'due to a single
:componént 6f ﬁhe far field of each antenna. Herce, onevcan oﬁly
calculate meaningful <¢oupling values for coupling wherei the
polar1z$t10n vecfors are parallel, Because of this limitation,
' coupling measurements were only made for cases where the antennas

were oriented with their nominal polarization vectors paréllel.
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Tﬁe measurements were performed for coupling loss as a
function of x and y position for various values of oy and 9p,
where 37 and ep are the angles by which the transmitting eor
receiving antenna boresight direction is rotated with respect to
the common cdocrcainate system as illusfrated in f5gure 2.
Measurements were also performed for coupiing"as a function of
separation for various values of o7 and. 6. The vcomparison
betwéen measured and calculated éoupling will be discussed in
section 3 for transverse displacement and in section 4 for

longitudinal displacement.

3. Coupling Loss Versus Transverse Displacement

We summarize nere the major result"of the mathematical =
development in order to be able to discuss the results. It has
been shown by Yagh,jianl’2 that the coupling between two antennas,

neglecting multiple reflections, is given by,

dK (.

‘where C' is a constant which includes the mismatch correction and

f and f' are the free space, far electric field radiation pattern

‘of the transmitting and receiving antennas respectively. The
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Proﬁagation vector is Kk :tkg;x ; k';;yft yéz =Kt yéz.. k) =
2»/\ with A the wavelength, The locatjon of the receiving antenna
in the cqmoh coordinate sys_tecﬁ ivvs r=R+d 3.2. The efi‘“t time
convention is employed throug‘ho{:t; - | |

Yaghjian has aiso shown that, for most cases, the infegration
range may be limited to [K/k| < {Dy + Dg)/d where Dy and Dy are
;hé diameters of thelsmallest'sﬁhérés circumscribing the radiating
part cf each antenna (fnclud1ﬁg fee@s,.struts. edges and all ofher
parts of the .anternas whicﬁ radiate or affect the reception
significantly). . This restriction of thel integration limits
amounts to making use of the fact that ohly those rays yhich
originate from a point on one antenna anq actualvly. intersect a
part of the other antenna take part in the interaction. This
range' should  give good results for |R] < (Dr + Dg). This
restriction of the integration -ange also has the effect. of
artificially bandlimiting thg, integrand so that the sampling
theorem may bevapplied in crder'to (écnve‘rt the integration to a
summation. . Two parameters, XLIM and BFAQ, control the actual’

integration range and increment emp]oyed in the pregram. The

actual integration range is

Kmax ' DT +D
( i

Ry o ximw . )
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The actual increment value is

Ak, Ak
X ! d 1
T’—E'x’(DT+DR),oXLIM°B'FR g )

We also note that Kp,,/k is never allowed to exceed 0.9 in the
prégram. | | |

Numerous. measurements were performed to investigate the
te;hnique under a variety Iof circumstancess. In this paper,
however, we only. present the result;l for a limited number of
cases, As will bé seen, agréement betweer. measured and calculated
coubling loss was generally good. The one case where a severe
‘discrepancy was noted will be shown and'discussed. In addition,

we will illustrate the effect'of changing the integration 1imit

and the increment on the results of the calculation.

For each case, we ‘present a plot of measured and calculated

coupling 1loss fot' a transverse displacement in the x or y
direction. In ali caﬁes, rotations ‘are about the y (ver;ica])
.'axis; Polarizaiion . of each antenné ‘is  nominally vertical.
Ratatiops were limited‘toht 30° for both the array an& reflectbf
antennas becausé' rotation to angles greater thanl this would
require'q 1arge‘ahgu1ar segment of radfation‘pattern which could

nct be uetermined from the near-field measurements.

It is noted that the magnitude of the measured, compared to -

the calculated curves, seems Lo diverge slowly as the antennas are
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turned so that their boresight direction deviates from the z-axis
in the common coordinate system, In almost évery case, the
'experimentally determisied coupling is larger than the calculated
coupling., The averaye discrepancy is approximately 1 dB with a

maximum observed discrepancy of 3 dB. A number of possible causes

of the discrepancy have been investigated including errors in the

program, improper normalization, and. erroneous insertion loss
measurement at the reference point. However, these possible
sources of error are not large enough to account for the observed

discrepancy.

In figures 3 through 6, three cases of meésuredl and

calculated coup]ing' loss are 1illustrated for transverse
displacement of the microstrip artenna. The first two show good
agreement between the experimentally and thedrétically gbtained
losses. The first case 1?lustrates the situation where the
" boresight directions of the two antenn?s are parallel to each
other and the z-coordinate of the ¢ mmoﬁ coordinate system. As is

to be.expected, the patfern is quite symmetrical with relatively

little structure. Figure 4 illustrates a case where each antenna -

is steered with its boresight dilrection away from the common
coordinate system z-axis. The peaks in the coupling accur where
the main beam of one of the two antennas.dpproximately faces the
centar of the other antenna. Good agreement is observed to

ccupling level below -45 dB.
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Figure 5 illustrates the only example of poor agreemenf in
the cases studied. MWe note that in this cése, the coup]ing level
is exiremeiy Tow (< ~50 dB). Y'In.this case, the effect of the
coup]ing.through the crdss-po]arizéd,components may be signif?cant
and it should no lonQer be neglected. In fact, agreement at thecse
levels in cother cases mqy'be fortuiious; Ne'do,note that while
the.shape of the measured and calculated patterns are dissimilar,
that the levels are comparable indicéting'that the cro;s-polarized
coupling is of the same magnitude»as the co;polarized coupling{

As is discussed previdusly,:fhe codpling ca}culation should
give yood resufts for |R|<(Dy + bR)'(- 1.4 meters for our casej.
The calculated coupling is genera]iy good to this distance.

Finaily, in figﬁre 6, we if]ustrate the effect of changing
XLIM and BFAC. In all breviously'presented results, calcuiations
were performed with XLIM = BFAC = 2. In this figure we see the
results for values of XLIM and BFAC equal ;o 1 and 2. These
results are typical cf those obtafned for the other cases. The
agreément between the variousb'curveS‘ s very good up to a -
| trangverseldisplacément of about 1 meter. Beyond 1 meter, the
various examples diverge with the best result, as‘expecteﬁ, being
for XLIM and BFAC both set to 2; ﬁe se2 that the results for XLIM
= 1, BFAC = 2, and XLIM = 2, BFAC = 1 are essentially identical.
This indicates that the size of the increment {c more important

than the range of the integral since for these two cases the
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increment is the same, but the limit is larger for the second case

as can be seen from equations 2 and 3.

4. Coupliing Loss Versus‘Separatioﬁ

As for the transverse case, we begiq by briefly reviewing the
mathematical results relatipg to the calculation of coupling
versus longitudinal displacement, As has b;en discussed by .
Yaghjian] the calculation may not be completed by simply
performing the y transform of (1) because the nécessary increment
size'requires impractica? array sizes and'computation time: HaQa
ever, the coupling loss satisfies the scaiar wave equatién, and,
as a result, can be expressed in terms of _spherical wave
functions. Further, ‘§1nce thé choicé _of the pb]ar axis is
arbitrary, the iongitudinal axis may bé chosen as the‘bo!af axis

with the resulting simplified expression'for the coupiing:

l'
5@ =
o ;

0 n=0

where we have

. 2n : ‘
L{2n+1) 0 [T . ,
3 S_._qf__l (i) £ g £« £ Py(cose,) sine degde, . (5)
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A program. CUPLZ, was written to calculate the coupling loss
between two antennas as a function of lonlgitudina] displacement
enplo&inj the above theory. The calculated couplling, obtained frocﬁ
this program was compared to tne ':'-xpermentany obtained results,

In figures 7 and 8 we show comparisons bet\feen measured
coupling loss and the loss calcufated using CUPLZ, In both cases,
the loss was measured for a separation range of 1 to 4 moters.
The measuresd curves (dotteci) indicéié the envelope of the measurad
loss pattern. The measurements exhibit a raptd oscillation due to
mitiple reﬂéctions between the antennas, an effect not treated

in the theory. As may be ’seen. the ajroement between the mezsured

and calculated curves is good with the exception of an offset,

which {s similar to that observed in the transverse displacement

1

case, -

6, Covclusions‘. :

S has been shown that the programs CUPLNF and CUPLZ give

- good results for predicting the coupling between two antennas in

the near-field r’_'egion. "In particular, -pitterns for diéplécemen-ts
in the transverse direction and the lo“gftudinal‘ direction show

exceilent - agreement except when the coupling lavel s 'very low

6.l

.
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(> 45 dB). If it 1is desired to predict coupling to very low
levels, or for the more general case where the antenna
polarization vectors are not paraliel, it utl] be necessary t¢
include both polarization components of the far field. For some
situations, a constant offset was observed, however, it is not
great enough to affect the utility of the programs for electro-

magnetic compatibility purposes,
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Figure 2. Definition .of sianﬁed coordinate systems for mutual
‘ coupling measurements. '
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Figire 3.,‘Comparis'on of measured and .calculated coupling loss
between reflector and ‘microstrip ' array antennas.
x-scan.' oy = 0°; 8p = 0°, d = 3.0 meters.

Solid curve - calculated pattern, dotted curve -
measured pattern. ' ‘

636

R S A L et

R e e A R B N A R N I R L L T T LS PRl VU PR Y



-10

-18 —

-20 e | f \4/\

-30

o 7

i /;/
N IEAN LG8
TR

<180 ~144 ' -108 -T2 -38 00 038 072 108 144 180

COUPLING LOSS -DB

X 8CAN DISTANCE (METERS) I

Figure - 4, Comparison of measured and calculated coupnling ]bss
vetween reflector and microstrip array antennas.
x-3can, oy = -30°, 3p = -21.6°, d = 2.0 meters.

Solid curve - calculated nattern, dotted curve -
measured pattern.' ' -

i e e e w W e B e @ mte @ mrw Wi e~ miew o @
. - oo . :




-46 :

-850

A

-840

-68

COUPLING LO3S8 -DB
TN
., 4

-7 ]

-30 = 3 '

-00
=180 -144 -108 -72 -3¢ 07 038 072 108 144 180

Y SCAN DISTANCE (METERS)

Figure 5. Comparison of measured and calculated coupling loss
betw'ee'n reflector and micrbstrip, array antennas.
y-scan, 67 = -20°, 6p = -21.6°, d = 4.0 meters.

"Solid cvrve - calculated pattern, dotted curve -~
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Modern airborne radar systems that demand narrow beamwidths and low

ielobes require large antenna apertures; As the antennzs bacome larger and

"delobe requirements tighter, the effects of scattering from the aircraft

ructure becomes more pronounc2d znd the resulting antenna performance can
come quite degraded. It would therefore be useful tb know beforehand what
fect the aircraft will have on the performance of the anteara. A brute

rce method of obtaining this information would be to buiid and mount a full
ile antenna on the plane, but this would be quite expensive due to the high
3t of fabricating the antenna. This paper presents a more practical
1surement scheme using a full scale model of the plan and a field probe

sembly.

The field probe track assembly is mounted on the aircraft in the same
:ation as the proposed radar antenna. With a RF signal source in the far
:1d, the field probe 1s mecved over the whole area of the antenna apeftute
1 data is taken at each point corresponding te & radiating .element

:ation. These complex data points are then processed along with the

-roretical antenna aperture distribution to chtain a predicted actual antenaa

:tern in the presence of the aircraft.

Experimental Setup

The investigation described in this paper was conducted at the '
itinghouse Ridge Road Antenna Range in Baltimore, Md. The range used Wus o
)0 ft, elevated X-Band range, with a large‘3—axis positioner mounted on the’
f of a 4-story building.

'

The hull of a government surplus airplane was .cbtained and mounted upside
m on the 3-axis positioner, The upside down mountiﬁg provided betcer
:es8 to 'the proposed antenna mounting site which was under the forward part

the fuselage and off to one side. This configuration algso helped eliminaie

ranted reflections from the positioner itself (See figure 1).
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The field probe assembly used was a Scientific'A:lsnta fieid probé with a
F)~foot track and a servo controlled carriage that copld.be moved .aloug the
full length of the track. The asseably was mounted oun thé plane such that the
field probe element would completely sweep through the proposed antenna
aperture, which was approximately 15 ft long by 16 in. high; In order to
reduce the number of data psints that nesded to be taken, a vértigal slottéd
waveguide stick that completely covered tae height of the aperture was used as
the field probe elesent. Thiy reduced the data ;ak;ng and processing from a

tvo dimensional case to a one dimensional case (See figure 2).

Extreme care was taken in the mountiag of the field'p'ohe to insure that
the track was as straignt as possible and that the cartiage and field prote
elemeut experienced little “wobble”™ as they moved down the track. Sturdy
mounting structures and optical alignment techniques were enployed.. A plece
of absorber wzs asttacked to the back of the n:ickAto reduce backlobe

_refleétious.

Pigure 3 shows the block diagtan for the experinenCal setup. The APC norn
is = reference horn for the recciver that allows it t3 lock onto the correct
frequency. Channel A {s the measured datg from the field probe and channel B
1s the reference signal for the measureaent. The high speed RF switch
contiruously switches betwe:n these two channels at a high rate. The compucer
reads three values froa the receiver. The ficst is vhe amplitude of A, the
second {s the aéplitude of B, and the third {s the.diffetence in phase betweea
A and B, The computer also reads the position of|th¢'fte}d probe from_thc'

fleld probe controller.

The ﬁrocedurc for ob:ntning a net of daca‘la #i follows.  First the field
prove track must be aligned *crpendiculnt to the range axis. ‘Thiu ls
'accoupllshed by ponltiooing the field probe at one end of the track and then
ulowly moving 1t vhile -onitoring the phase on the pattern recorder. If the
track is nlnullgn§d. the phase response vwill have a slope prop5rtlonate to the
zisalignment (See flgﬁre 4). The bosttlon of =he track is ad‘uatéd ugsing the
Lover azimuth tatle until the phase response is a strnlghc line. at which

;oznt thie track is boresighsed
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Once the field probe assembly is boresighted, the probe,ié once again
positioned at one end of the track, and then sluwly moved down toward the
other end. The computer continucusly monitors tha position of the probe and

once the probe reaches the pésition of the first radiating element of the

ek TR LR - .
. . v
W v o
! A .. ‘
*s e Penelate ! S

S

antenna it takes ten reads of the three receiver values. The average of these

'l ‘l

ten reads is then stored~along with the appropriaie probe position. This

'
l(".
cats

process is repeated for each radiating position. During the run, the phase

-
.

Vn
S

data is monitored on the pattern recorder. If a malfunction should occur in
the setup during a run such as the receiver losing lock, this could be
detected by a larger "glitch” in the phase and the run could immedfately be

stopped. Once a data run has bteen completed the data is stored on a disc.

After a sufficient amount of data is. taken, it can then be processed. The
processed data 1s to be presented in three ways. The first is a plot of the
amplitude of the scattering data versus probe posfition. This information is

‘obtained by taking the difference of the amplitude of channels A and B. The
second is a plot of the pha;e versus probe'position. The third way is in the
format of a far field antenna pattern. The amplitude and phase of the
scattering information is multiplied by a typical theoretical amplitude
distribution and theﬁ_prccessed heing a Fast Fourier Transform (FFT)., If
desired, the aperture weights can be.furthér modified by a random complex
multiplier, prior to the FFT, to simulate aperture errors due to fabrication
and aperture phase tuning. A typiczl example of a set cf proceésed data is

~ shown in figure 5.

- During the early part of the experiment a high frequency ripple was
noticed in the measured phase data. After awcateful investigation, it was
dgtetnined that the ma jor cauhé of this ripple was due to field probe wobbie{
Most of this éffeét was removed by mechanical adjustments to the probe -
agsembly. To further remedy this situation, a software filter was developed ' o

that used an avetéging'technlque to smooth out this high frequency ripple.
Figure 6 shows the same set of data.filtered and vafiltered. The

corresponding far field patterns are shown in figure 7.
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3. Data

Data was taken for two basic aircraft/antenna geometeries. The first was
for'the casz of the antenna looking out directly over the wing, and the second
was for the case of looking across the fuselage. These tﬁo cagses are shown
schematically in figure 8 and will be referred to from no§ on as over the

wing, ard over the fuselage.

The effects cf mechanical elevation scanning were simulated as shown in
figure 9. First the airplane is tilted to some angle using the 3-axis
ﬁositiouer, aad thena the field prope element 1s mechanically boresighted using
.a level. Pozitive angles correspond to looking into the aircraft and negative
angles corréspond to looking avay. ‘ .

The effects of elactronic azimuth scanning were alsc investigated. Pigure
10 1llustratee the geometry used to simulate this condition., The airplane was
simply rotated to some angle relative to the range axis uaiﬁg the positioner.
Due to the broad beaawidth in the azimuth plane of the field probe element,
reboresighting of the element was only necessary for angles greater ~han 40
degrees. In order to make the phase plots more teadéble for these cases, the
de-ivative of the phase was plotted instead of the actual phese, which would
have consisted of a series of ramps. Positive angles correspond to thé
antenna scanning toward the front of the piane and negative angies correspond

to scanning toward the cail.

Séattering off 3 fuel tank was also investigated by actually attaching a

wing tank to the plane as shokn in figure 11,

In order to obtain a reference set of data that 1s essenciallf'free of
aifctaf: effects, the probe was placed in the over the wing éonfigutation and .
the plane tilted aown -25°, This gave the field,probe a clear line of sight
view of Ehe.transmitter over the full length of travel. Thie data is shown in
figure 12, For all of the data presentedbin this paper, a 60 dB'Tachebyschéff
distribution was used as the theoretical autenna distribuiion with added
randon errors of 0,15 dB RMS amplitude and 1° RMS'pﬁase. Thig ultra low
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sidelobe distribution was used so that scattering effects could be readily
observed., Figure 12 indicates that all far out sidelobes ave below 50 dB.
The close in sidelobes are higher due to the phase fall off shown. This fall
off was due to a twist in the probe track which could not b corrected during
the experiment without signiffcant additional expense.

Figures 13 and 14 present data for the two basic configurations of over
the wing aad over the fuselage. Both cases are for 0° elevation and 0°
azimuth., The amplitude scattering is slightly greater for the fuselage case
due to a slight blockage by the fuselage. ' |

Figure 15 shows the results for a case of gsevere blockage. 'The probe' is
. getup to l~ok over the wing with the fuel tank in place. 2 azimuth scan
angle 18 ~40 degrees and the elevatinn angle is +15 dégrees. The blockage
effects of the wiag and tank are very evident.

4, Conclusions

The conclusion that can be drawn from the data presented here is that the
basic setup and instrumentation is quite clean and accurate. This is
evidenced by the 50.dB peak far out sidelobes messured ia the referenée.
setup. 'The first few close in 3sidelobes are somewhat higher due to
experimentalverrors caused by carriags "wobble" and twists in the track itself.

Improvements in the setup can be made to improve close in sidelobe o

pefformgnce._ Thesg improvements would include méchanical'adjustmenté to the R
probe assembly, and carriage to remove wobble and twists. Coasideration must
-be given however to the fact that'goo& close in sidelobes are hard to ootain
‘ia the manufgcturing‘of low sidelobe antennas and therefore ;he performance

demonstrated in this paper may be surficieat.
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EXTENSION OF PLANE-WAVE SCATTERING-MATRIX THEORY
OF ANTENNA - ANTENNA INTERACTICNS TO THREE ANTENNAS:
A NEAR-FIELD RADAR CROSS SECTION CONCEPT

Michael A. Dinallo
The BOM Corporation
1801 Randoiph Road, S.E.
Albuquerque, New Mexico 87106

1. Abstract

This paper presents a three-antenha'plane-wave scattering-

matrix. (PWSM) formulation and a formal solution.:- An eiample will
be demonstrated in which two of the three antenaas are electro-
magnetically 1dentica1» (the transmitter and receiver) and the
third (the scﬁtterer) has arbitrary electromagnetic properties.
A reduced reflection integral-matrix will be discussed wﬁich
describes the transmit,_§catter.'rece1ve (TSR) interaction. #n
aitenna scatterer spectral tensor‘Greens function is identified.

In -this formulation the transmit spectrum wi]i.pe scattere& by

the third arbitrary antenna (target) and this scgtfered'spectrum‘

may be considered to have originated from a transmitting antenna.

Near-field antenna measurement‘ttechniquesv are applicable ‘which

. determine the . alectric .(séattered) field suectral" densftyi

fﬁnc;ion.l' 3 If a second deconvolution is appl1ed, a tr;nsmit
probe corrected ﬁpectral density function -or scattering tensor
caﬁ be qetermined in principle. In either_case.'a'ﬁear4 or far-
electric field can be calculated and a radar cross section

determined.
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2. Introduction

.The successful results that near-field aﬁtenna measuremernt
techﬁiques have achieved in determining far-field antenna
patterns encburage the idea that perhaps similar techniques may
be applied to determine a target's far-fie1¢ radar cross-section
(RCS) based updn near- scattered fi21d measufementg. The idea
that a target's far-field RCS can be determined from near-

scattefedvfield measuremehts is considered here as a near-field

| RCS concept. Planar scanning near-field antenna measurement is

theoretically substantiated using the twc-antenna, plane-wave

scattering-matrix (PWSM) formu]at1on.2 Since determining .an RCS

 requires a transmi; ‘probe, a target, and a receive probe,

extending the PWSM formulation to include three antennas was

chosen for 1nvestig&t1ng the feasibility of a rear-field RCS

concept. This paper presehts a three-antenna PWSM formulation,

discusses some of the results, and shows how this formulation

substantiaies the near-field RCS concept.
In the following section, the theory and definitions asso-
clated with the PwSM fomulation dre stated.? This is followed by

a section on thé three-antenna PWSM equations and a general

solution. A specific solution for the RCS prpblem‘(TSR inte}-

[BERFLIE YR A

action) is then presented in section 5. The paper closes by
stating conclusions and {dentifying future efforts related to

this.topic.
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3. Background
The FPWSM formulation of antennas depends ugon the plane-wave

representation of an electromagnetic field. Beginning with
plane-wave solutions to Maxwell's ‘equations in a rectangular xyz
coord1nate system in free space, sclutions for E and H can be
constructed from elementary plane-waves.  Referring to figure 1,
an antenna system bounded by two planar surfaces.F1 and Fz. which
are transverse to the z-axis direction (Ez), can have correspond-
ing E and H field solutions in the form of weighed-sums of plane-
waves traveling to Ithe right and left on either side of the

antenna. Specifically,

[
=i

N | = tiyz e @iativz] o iR 2
Bqt(r) = 33 IZ [bq(-.x). +* aq(_l.l)o ] <y el ¢k (1-a)

eq.(z) * I
. !

where ‘the foilow1ng sign conventions and definitions appIQ: q
‘takes on values of 1 or 2 which correspond ca the right (F1$ or
left (FZ) side of the antenna. respectively. also, q values of 1
or 2 dictate use of the upper or lower sign respectiv ly, found
_ with the z~dependent exponentia]s; the subscript' t denotes the
| transverse components (w.r.t. e ). m takes on values af 1 end 2

which correspond to ™ and TE polar1zat1ons respect vely; the

transverse vectors K and R and the transverse unit vector’ ‘m and

vy are defined in (l-c); ﬁq fs. the unit outward normal to F;
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nm(i) are the T™M and TE wave admittances; bq(m,i) and aq(m,i)
are the coniinuous spectral (angular) density functions for

emergent and incident (relative to n_ and Fq) Plane-waves,

q
respectively. F1n§11y. an e'mt time degendence is used.

:'kx;x’ky;y'kz;: i E-t‘;x+gygy+,z;=

k- l‘x:x * "y;y ; Ro= t‘;‘ * rY;Y

k, = ¢ k2 - k2 = 1y . - :1 < gni' | (1-c)
k2 = .2¢°u° ‘ : ;2 - ;z < ;1

The remaining component of E and H (3,) can be obtained by using

~the fact that each elemenﬁary plane-wave is orthogonal to i,

f.e., E-E(or ﬁ) = 0. This is referred to as transversality in

reference 1.

Expressions for b (m;i) and aq(m,i) are obtained by invert-

q
ing (l-a,—b).A

*1\'1. - - - - -im.B

bgtmeB) = S - [ {EpRon) ¢ QB iRa) x a e R gy (2-2)
otivz 4 o _ iz o=

agimE) = Emm . | {zq(n.x) - gt § (R.2) x n }omik-R 4z (2-D)

Noté from (2) that a knowledge of E and H in the transverse plane

R is sufficient to detgrmine the spectral density functions and

1

therefore £ and H anywhere using (1l-a,-b) and transversality.

1 If € and' H are determined in a transversc plane which excludes
evanescent modes, application of (l-a,-d) in the reactive near-
field would be erroneous. ' Therefore, constraints used in (2)
become restrictions in (1-a,-0). ‘
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These equations and definitions show now the spectral
density functions are related to the E and H field. The‘speétra}
density functions are also used expiicitly in thé scattering-
matrix fomulation of antenna characteristics and in fact will be
defined in terms of the scattering parameters. 'Therefore,'ghe

dependence of E and H upon the scatterihg-matrix parameters.wiil

be made apparent. Also, these equations will be used to derive a

set of joining-equations for the three-antenna formulation wnich

relates the incident spectral density functions of one antenna to
the emergent spectral density functions of another artenna..

The scattering matrix parameters w111 now be definec in

conjunction with the spectral density functions aq(m,i) and

bq(m,i). Since an §ntenna is an imperfect receiver, an incident
electromagnetic wave with the corresponding incident spectral
density function ap(n,fj will be gcuttered. The .subscript‘ p
accounts for the fact that the ircident spectral density fdncticn
can 1mp1n§e upon the antenna from the right side (p=1) or the

left side (p=2). For each'partﬁcular fransverse-inc1dent vector

L and a particular'polarizat1oh n any scattered direction K and

polarization m is, in genefal, possible and may be in either the

forward or backward direction . (g =1or2). The emergent

spectral density -functiqn bq(m,i)‘ is then dependent upon the

incident wave by the following equation:
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- (3)

B

Snrﬁ) a (avi’

Lol

b (m,K) = { J s_(m,
. L n

where qu(m,i;n,f) is an element of a dyadic scattef!ng tensor.
If the antenna’ is in an active (transmit) mode then bq(m,x) will
have an additicnal spectral contribution which is the product of
the antenna waveguide feed mcdai amplitude ) and 'the antenna
transmitting ‘spectral) characte}isticsl Sqo(m,i). To complete
the écattering-matfix Jescription EF the anterna characteristics,
the antenna waveguide feed emergent modal amp'!itude.bo will be
due to two factors:  the product of 50 and the an£enna waveguide

_iﬁpedance mismatch soo; ‘and the product of the incident wave

spectral amplitude ap(n.ﬁ) and the antenna receiving spectral
characteristics Soq(m.i). The antenna s¢attering-matrix equa-

tions can now be written as:

By * Sgotp '+ L ]
.En

£ i ?op(n'L) ag(n,L) di

(4)
: bq(n,i) -'sqo(-.i).a° + g ! £ kqp(-;i;n.ﬁ)' ap(n.ﬁ) di
Eacﬁ'of the scaffering paraméte}s can be,veétorized by using the
™ and TE unit vectors Ei'and 22. The invariance of (4) with
'respect to the choice of coordinates in the transverse plane
should be noted. Al gf thgqnece§sary'antenna'écattering para-
ﬁeters aﬂdi fornulations have been stated. The three anterina

;, scattering gquations wilihndw be conside:ad.
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4. Three-Antenna Formulation’

Figure 2 shows the three-artenna configﬁration to be
studied. A superscript will bé added to al'l‘ pf the PWSM para-
meters to indicate the - antenna to which a parameter correspondsA
(1, 2, or ‘3). A'ntenr.asl and 2 are Jlocated in the same
transvers.e plane. Each antenna will have 1its own Eelative
coordinate systém and therefore ‘its, own relative {incident and
emergent spectral density functions.

Antenna 1 of figure 2 will be the reference. The other
antennas will have correspondir;g incident and emergent spectral
density funct1oﬁs relative | to antenna 1. These relations
(joiﬁing-equa:ions)'ar:e developed usin§ the gecmetry in ngre.?.l,.
equations (2) and the' uniqueness .of E and H at any physical

point. These» Joining-équaﬂons are:

;i = ":l; 512. = *5{: . I,eii.a: A1 I,‘il'l-b' (5-3) »
B « #,a1 - B3l aeR Bl - 4 52 (5-b)
3 -« T T .
e o (5-¢)
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where.’l' is the 2 x 2 identity matrix and the a and b spectral
density function Vectors have two componerts, one for each
polarization, TM and TE (i.e., 21 and 22). Similarly, using
~ vector-operator notation the three-antenn; coupled écattering

equations are:

self mutual
input receive receive
reflection charactcristics. characteristics
) 1 1 s =1 =l2 =2 .
B * Soo %o * So1 %1 * So1 31 (6-a)
transait " mutual . © self sutual
characteristics transaittance scatter scatter
=1 =1 1 =12 2 1l =1 12 =2
b = S10 % + S0% *+ 8ya .+ HTE
2 2 2 = -2 a2l -}
%2 * Sp0% * Se2% * Sp2 (6b)
=2 =2 2 =21 .2 2 =2 21 =1
By = Boa*Soan a8

3 3 =3 =3
" S0% * Si2%2

(6-‘C)

=3 ‘23 .3 3 -3
By = S ¢+ 3,8

These scattering equa;ﬁqns are coupied- due to the mutual
interactions of antenna 1 and 2. Note that the subscripts on the

vector or tensor quantities refer to the right.or left side of a
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particular antenna as defined under (2). This being understood,
the subscripts on a anq b witl now be suppressedi The mhtual
receive parameters , §é§ and §gi. account fcr the presence of a
second antenna in the.tran3verse plane located at 2y =2, = 0 of
figure 2. -

Two mutudT 1nteractions are possible. | The first is
one antenna transmitting in an active mode and'the second antenna
directly receiving this primary radiation. This interaction is .
encountered in antenna array theory and can be accounted for in
Seo 35 an active 1n§ut {mpedance. The second interaction is due
to radiation being- scattered from one antenna.and received by the
second. This fé explicity accounted forl in the scatter1n§

'equations as the mutual receive parameters §é§ and 55%;3  The

_ . -te -5
mutual receive parameter Sé% {s due to a~ being scattered from
antenna 2 and recéived by antenna 1.

'Usihg the two-antenna solution (located on the same

~ transverse plane) and (5-a), §é§ can be expressed as:

s12 . gl a1 g2 '
Sop = 5 T 8, (7

Similarly, the mutual receive bardmeter §§i can be expressed as:

=21 -2 = sl
5 = § ¥ 3
. So1 |
| 02 n | ®)
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The mutual transmittances 5%5 and 5‘1‘% account for primary radia-.

tion being transmitted from one antenna, transformed (or propa-

.
»,

gated) to another antenna reference, and scattered. As in (7)

an¢ (8), 5%(2) can be expressed as: ' .

NS PRV RRAV I
-

212 1., 1 =2 |
s;9 = (I+381) ¥ 5 (9)

| Similarly, §“1’é can be expressed as:
221 _ 2 73zl
S0 (I + 8 ¥5, (10)

The final parameters to be defined under (6) are the mutual scat-

l ' : tering parameters §ﬁ and. gﬂ Mutual sg:atteﬁng accounts for -

one antenna scattering radiation, transformed to another antenna

:.'_l - reference. These are expressed as in (11) and (12),

;1.' ’ .
: g2 . gl g2 -

S o 37 = ¥ 3y o - (1)

y N '

S 21 . &z al -

3 676 ’
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y/{*' EE ‘ The‘mutua1‘transm1t and scattering parameters are necessary

'for 51 or 52 to separately represent all interactions or
processes contributing to rightward-traveling spectral radiation.

‘A formal solution to (6) can be derived whare the antenna wave

‘guide feed emergent modal amplitudes bo are written in terms .of
the antenna wave guide feed exiting amplitudes e Using (5) and
(7) - (12) in (6) the fo11oﬁ1ng matrix solution can be obtained:

1
b | i M2 M, ‘3,
2} . . :
b | = M Mz My 23 (13)
.1 v
\"o i Mg My H

1 =1 ¢, 52 13 31 . 22 .,-1 xl3 z1
My = Sgo.* Sou(I e Rip (I =Ry 3+ 807 K55, (13-2)

L&l 2 _ 3 m 2 .,-1 g3 z12
Mg = 8o (T e Bl ol - B3 &), + BT B33 890 (13-b)

al 2 _ g3 31 2 ,,-1 &1 g3
My =S (e By (D= B 3, RN A8y (13-¢) .

<2 . 23 32 1 ,,-1 z23z21
My = SoutT ¢ By (X -85 B, ¢ ;11)’ 822 0 (13-d)
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2 , 32 1 23 a2 , 8l ,,-1 823 32
Map = Sag * oy (Do By (T -3y (3 BT B33 55 (13-e)

Kyy = B3y (e Bip (- LN "!{1),-1 ¥} 5 (;3-f)

=3 3 z3 ;-1 =1 o 13-
=53, (T - Ry, 85,17 4, 5, (13-9)

My,

. &3 _ 23 23 -1 5 =12 (13-

My, = 55, (T - 8y 330 7 A, 8 (13-h)
.3 .33 (T-R. 33,1 g3 13-1

M3y = Spo * Spa (T - A3, 83,0 LofY 520 (13-1)

where the following 2 x 2 matrices R are given by:

1 1 a-1 2 -1z2 3. a3 -

By -8B, B, = ¥YOH A Lt *ox(§i1 « B LY

13 _ a1 834 .. 323 a1 g3 : i ' (14) .
DR e MM e A, . : '

"The R matrices represght transformations of the ;catfering para-

meters among- the antennas. The _expressions contained in (13)

account for the following {Interactions: direct . transmit and

receive (zero-order); _transm1t. scatter and receive (fSR)
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(first-order); and higher order scattering among the three

antennas. In obtaining (13) expressions for'il. b . a . b , and
a ’ 53 are found which can be used in (2) for explicitly repre-

senting the corresponding E and H fields.

5. Trahsmit-Scatter-Receive Interaction: The Radar Problem

For simulating ‘thé radar problem, let antenna 1 transmit,
antann: 3. be passively scattering radiation, and 'antenna 2 be
operating in the receiving mode; Further, let antennas 1 and 2
have 1{dermcical characteristics (§s defined under (3) and (4))

denoted by

sl .32 .7 . sl .32 2% 1, a2
Sor * Sor * Tor’ 510 * 510 * 20’ ==ty (1)

~If mutual scattering between an;énnas 1 and 2 is assummed negli-

gible, then sjnéq ag = ag =0, bg from (13) becoﬁés:

0

2 s 23 32 -1 323 5 =1 1
by = Toy (T - B I R B0 a0 (g

Considering the first reflection to be dominant and subseduent

reflections to be negligible, (16) can be further reduced to:
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2 _: &1 13 =1 1 a7
by = Toy 722 822 B,y Ty a5 (_ )

In explicit integral form, (17) can be written as

P L o we
by(fyery) = ag f “ox‘::}/ 2. 18 (n.n)-xlotn)o“\:i\jnl 4k

: (18)
receiving right to left spectral transmitting left to .
characteristics  propagation dyadic Greens characteristics  right
Function propagation

and s a reduced reflection integral. If multiple reflections

are considered significant, (18) can be used as a first

approximation to bg. and using an appropriate iterative technique
, b2 may be evaluated in principle if (16) is convergent. For this

0

latter class of prob!eﬁs it may be possible to evaluate the full

"unreduced" form for bg (ag = ag = 0) as written in (13-d).
The reduced reflection integral (lé) mathematically

describes a TSR interaction which 1§ the radar broblem; To make

apparent the similarity of (18) with the transmission integral

(rgferenée 1) let

HotFp R = [ 8y (ReD)-Ty(l) e* 1 aE  (19)
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Then (18) becomes:
“ikery gk (20)

- - 1e= .3 %+ 4= =
b2 (F,.F,) = ag § Tgy(B)-T{g(F R e

which is indeed a transmission 1ntegra1{ The transmit antenna

has a spectral radiation pattern fio(;l,i) which differs from

that definad under (3) .only by the ;1 depzndence. The scattéring
dyadic g:z .represents any scattering tirget &nd the scattered
field can be considered to have or{gjnated from an antenna. As a
result, near-field antenna mea#urement techniquas are applicable

(reference 2). Denote the coupling-product by

D(R,El) = ibl(i)'iio(;l'i) _ BT
Deconvolution of (21) allows D(i.;l) to be expressed as:

1

L 2= = iRE. oz
2 [ by (ry,5) e "2 dR, (22)
- 4w a, . v « : ‘ :

D(E,El) =

represents sampled data in the tfﬁnsyerse iz_plane, D(i,;l) can
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Q (&) = 1), () S3,(x,Rix,D) + 1) (D) $3,(x.Rey,D)

- - a : - 3 = = _..'3 = =
QY(K'F) IlOX(L) szz(YIfovL) + IlOy(p’ szz‘Y'KoYvL)

...........

be empirically determined, and fio(i,;l) can be computed and

receive probe corrected via (21). A far-electric field zan then

be calculated ana an R(CS evalu;ted although it will gene?ally be
transmit probe dependent. . If a plane-wave is incident upon the

target then fio(i,;l) will not be transmit probe dependent, and

the fa -electric field can be calculated and an RCS determined.

However, even if fio(i,:l),1s transmit probe dependent a second

' ‘ _ 23 - -
deconvolution :an be performed upon (19) and SZZ(K,L) evaluated.
=3 - - ‘

SZZ(K’L) is the most essential parameter in the PWSM formulation

of the RCS problem since it describes the scattering properties
of the target. /
Defining

as a scattering product, a second deconvolution can be written as

1
4n

S = zo= . =iReTy sz o
G(K,L) = —=5~ [ Ij,(K,t;) ™" }‘1 dR, (24)

Ah explicit set of equations, assumfng_' T™(x) and TE(y)
polarization, cam be written as:

(25)
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If the transmitter is rotated and (20) through (25) resolvéd, 332
can be determined. Once known, §:2 can be used in the reflecticn
integrai (18) allowing bg to be calculated for any incident
field, and an RCS can be determined in the near- or fgr-ﬁield.
6. Discussion

The TSR i{nteraction is compactly expréssed in the reduced-
reflection integral (18). This integral describes a transmitted
radiation pattern which i$ propagated to a target-and:scatteréd.
Emerging from this 1hteract10h is another, re-transmittéd v
radiatioﬁ pattern. Th.s target radiation pattern is dectermined
by evaluating and summing the ‘scattering-brcduct (23) for all
incident directions. The target radiation pattern is thén
propagatéd to and received by a'probe anterna which also has a

particular pattern (or angular spectrum). The,first deconvolu-

| tion ((22) allows the coupling-product (21) to be evaluated, which
in turn enables the transmit-target pattern to be determired and-
receive probe corrected. A second ‘deconvolution (24) allows the
scattering-product to be evaluated which 1in turn enables “the
dyadic‘sca;ter1ng.tensor element tovgg“gggé;mined andAtranémip
I'probe corrected. | _

‘The scattering tensor e1emen§ Sgé (m.i;n;f) is a quantity
which enforces the 'e]ectromagnet*c. boundary conditions 'to be

satisfied for any of the incident field directions E and'bolari;

zations n.  This enforcement of the boundary conditions is

dependent upon the target geometry . and electromagnetic.




constitutive parameters o, u and €. As such, the dyadic scat-
tering tensor element 1s. a significant quantity for the radar
groblem since it inherently contains the target geometry ard
elgctromagnetic constitutive parameters. Since the scattaring .
tensor 1s independent of transmit and receive probes it can be
used as a classification paraméter for various tafgets and may
also be used. for calculating a measured RCS using any set of
probes;ﬂin the near- or far-field. | ‘

A final note to be mentioned is that if the first decon-

volution required an N x N array of data, then the second decon-

3
22

;(m,i;n,[). Efficient data acquisition and processing schemes are

, .
volution would require an (N x N)° array for determining S

needed to ﬁ1n1mize computation memory and time requirements.

7. Conclusion ,

A tﬁree-antenna PWSM formulation has been presented and a
solution formally obtained. Thé radar problem or TSR interaction
is a special case of the three-antenna brbblem. A trdnsmissiom'
integral was obtained (20) which is similar to the one obtained -
in reference 1. = This substantiates using near-field antenna
measurement techn1ques;for measur1ng the neaf—scatteredkffeld of
a target. The scattered field éransmiss1dn‘pattern can be deter-

'mined.ahd probe corrected as.in fhe near-field anteﬁna measgre-'
ments. A near- or far-field-elec;r1c,é1e1d and corresponding RCS
can then be calculated. This RCSa will in general be vprbbg-

dependent. . However, applying the second deconve:lution (24)
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allows the scattering-product to be evaluated and the target

scattering parameters determined and transmit probe corrected. .

Us1ng.an arbitrary incident field, a near- or far-field electric
‘f1e1d ‘and the corresponding RCS can be calculated.

Future efforts include the following topics:
, 1. Analytically calculating the dyad1c scattering tensor

elements from known scattered field solutions.

2. Performing a similar three-antenna analysis with one of

the antennas located in a plane mutually orthogonal to
the other two. | |

3. Determining how to siuulate 2 “near field" p1ane-wave
.and thus avoid a full second deconvolution.

4, Fully utilizing a given near-field measurement data-
set, including simulating with software other incident

field directions.
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